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INTROOUCTLON AFOBK -

'..K' '59-0830

Research Initiation, Program - 1987

AFOSR has provided funding for follow-on research efforts for the
participants in the Summer Faculty Research Program. Initially this
program was conducted by AFOSR and popularly known as the Mini-Grant
Program. Since 1983 the program has been conducted by the Summer Faculty
Research Program (SFRP) contractor and fs now called the Research .
Initiation Program (RIP). Funding is provided to establish RIP awards to
about half the number of participants in the SFRP. ~

Participants in the 1987 SFRP competed for funding under the 1987
RIP, Participants submitted cost and technical proposals to the,
contractor by 1 November 1987, following their participation in the 1987
SFRP. :

Evaluation of these proposals was made by the contractor.
Evaluation criteria consisted of:

1. Technical Excellence of the proposal
2. Continuation of the SFRP effort
3. - Cost sharing by the University

The 1list of proposals selected for award was forwarded to AFOSR for
approval of funding. Those approved by AFOSR were funded for research
efforts to be completed by 31 December 1988.

The following summarizes the events for the evaluation of proposals
and award of funding under the RIP.

A, Rip proposals were submitted to the contractor by
1 November 1987. The proposals were limited to $20,000 plus
cost sharing by the universities. The universities were
encouraged to cost share since this i{s an effort to
establish a long term effort between the Air Force and the
university.

" B. Proposals were evaluated on the criteria listed above and
the final award approval was given by AFOSR after
consultation with the Air Force Laboratories.

C. Subcontracts were negotiated with the universities. The
period of performance of the subcontract was between
Dctobﬂr 1987 and December 1988. '

Copfes of the Final Reports are presented in Volumes I through TII
of the 1987 Research Initiation Program Report. There were a total of 83
&1P awards made under the 1987 program.
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INTRODUCTION
Research Initiation Program - 1987

AFOSR has provided funding for follow-on research efforts for the
participants in the Summer Faculty Research Program. Initially this
program was conducted by AFOSR and popularly known as the Mini-Grant
Program. Since 1983 the program has been conducted by the Summer Faculty
Research’ Program (SFRP) contractor and is now called the Research
Initiation Program (RIP). Funding is provided to establish RIP awards to
about half the number of participants in the SFKP.

Participants in the 1987 SFRP competed for funding under the 1987
RIP. Participants submitted cost and technical proposals to the
contractor by 1 November 1987, following their participation in the 1987
SFRP.

Evaluation of these proposals was made by the contractor.
Evaluation criteria consisted of:

1. Technical Excellence of the proposal
2. Continuation of the SFRP effort
3. Cost sharing by the University

The 1list of proposals selected for award was forwarded to AFOSR for
approval of funding. Those approved by AFOSR were funded for research
efforts to be compieted by 31 December 1988.

The following summarizes the events for the evaluation of proposals
and award of funding under the RIP.

A. Rip proposals were submitted to the contractor by
1 November 1987. The proposals were limited to $20,000 plus
cost sharing by the universities. The universities were
encouraged to cost share since this is an effort to
establish a long term effort between the Air Force and the
university.

B. Proposals were evaluated on the criteria listed above and
the final award approval was given by AFQOSR after
consultation with the Air Force Laboratories.

cC. Subcontracts were negotiated with the universities. The
period of performance of the subcontract was between
October 1987 and Oecember 1988.

Copies of the Final Reports are presented in Volumes 1 through III
of the 1987 Research Initiation Program Report. There were a total of 83
RIP awards made under the 1987 program.




STATISTICS
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Total SFRP Participants 159
Total RIP Proposals submitted by SFRP 117
Total RIP Proposals submitted by GSRP 7

Total RIP Proposals submitted 124

Total RIP's funded to SFRP 81

Total RIP's funded to GSRP 2
Total RIP's funded 83
Total RIP's Proposals submitted by HBCU's 1
Total RIP's Proposals funded to HBCU's 1




Laboratory

AAMRL
AFWAL/APL
ATL

AEDC
AFWAL/AL
LC

ESMC

ESD

£SC
AFWAL/FDL
FJISRL
AFGL
HRL/OT
HRL/LR
HRL/MO
HRL/TD
LMC
AFWAL/ML
OEHL

AL

RADC

SAM
DEOMI

WL

Total

SFRP
Participants
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159

RIP's
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12 (2 GSRP)
6

8 (1 GSRP)
4

9 (1 GSRP)
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0
1
8
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5
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3
2
0
1
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3
4
10
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LIST OF UNIVERSITY THAT PARTICIPATED

Adelphi University -
Alabama, University of -
Alaska-Fairbanks, Univ. of -
Alfred University -
Arizona State University -~
Arkansas State University ~
Arkansas, University of -
Auburn University ~
Bishop College ~
Capital University -
Catholic Univ. of America -
Cedarville College -
Central State University -
Cincinnati, University of -
Colorado, University of -
Dayton, University of -
Dillard University -
Drury College -
Eastern I11inois University -
Eastern Kentucky University -
Eastern New Mexico University -
Fairfield University -
Florida A&M University -
Florida, University of -
Fort Lewis College -
Gonzaga University -
Grambling State University -
Hampton University -
Houston, University of -
Howard University -
Idaho, University of -
[11inois-Chicago, Univ. of -
Indiana University -
Indiana Univ. of Pennsylvania -
Iowa, University of -
Jackson State University -
Jarvis Christian College -
Jesm Baromedical Res. Inst. -
John Hopkins Evening College -
Kansas State University -
Kansas, University of -
Kentucky, University of -
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Meharry Medical College
Memphis State University
Metropolitan State College
Michigan State University
Mississippi State University
Mississippi, University of
Missouri-Kansas City, Univ.
Missouri-Rolla, Univ. of
Montana, University of
Montclair State College
Morehouse College

Nazareth College
Nebraska-Lincoln, Univ. of
New Mexico State University
New York State, Univ. of

N. Carolina A&T State Univ.
N. Carolina-Greensboro, Univ
Northwestern University
Ohio State University

Ohio University

Oklahoma State University
Oregon Institute of Tech.
Oregon State University
Ouachita Baptist University
Pace University

Pennsylvania State Univ.
Point Loma College

Puerto Rico-Mayaguez, Univ.
Purdue University

Rochester Inst. of Tech.
Rose-Hulman Inst. of Tech.
Saint Paul's College

San Francisco State Univ.
South Dakota State Univ.
South Florida, University of
Southeastern Mass. Univ.
Southern I11inois University
Southern Mississippi, Univ.
Southern University

- St. Louis University

St. Mary's University
Talladega College

Continued
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LIST OF UNIVE®RSITY THAT PARTICIPATED
Continued

Lock Haven Univ. of Pennsyl. -1 Taylor University
Long Island University -1 Temple University
Louisiana State University -1 Tennessee Technical Univ.
Louisiana Tech. University -1 Tennessee, University of
Lowell, University of -4 Texas A&M University
Texas Southern University -3 Wichita State University
Texas Technical University - 2 Wilberforce University
Texas-Austin, University of -1 Wisconsin-Eau Claire Univ,
Tuskegee University -1 Wisconsin-Madison, Univ. of
Utah State University -1 Wisconsin-Whitewater, Univ.
Walla Walla College -1 Wittenberg University
Washington State University -1 Worchester Polytech. Inst.
West Florida, University of -1 Wright State University
Western Michigan University - 3 Xavier University
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PARTICIPANTS LABORATORY ASSIGNMENT




PARTICIPANT LABORATORY ASSIGNMENT (Page 1)

AERC PROPULSION LABORATORY
(Wright-Patterson Air Force Base)

Dr. Suresh K. Aggarwal
Univ. of I1linois at Chicago
Specialty: Aerospace Engineering

Dr. Bryan R. Becker
Rose-Hulman Institute
Specialty: Engineering Science

ARMAMENT LABORATORY
(Eglin Air Force Base)

Or. Charles Bell
Arkansas State University
Specialty: Mechanical Engineering

Dr. Robert W. Courter
Louisiana State University
Specialty:Aerospace Engineering

Dr. Joseph J. Feeley
University of Idaho
Specialty:Electrical Engineering

Ms. Jennifer L. Davidson (1986), (GSRP)

University of Florida
Specialty: Mathematics

Dr. Mo Samimy (1986)
Ohio State University
Specialty: Mechanical Engineering

Or. Richard Tankin
Northwestern University
Specialty: Mechanical Engineering

ODr. Cheng-Hsiao Wu
Univ. of Missouri
Specialty: Solid State Physics

Dr. Elmer C. Hansen
University of Florida
Specialty:Mechanical Engineering

Dr. James Hoffmaster
Gonzaga University

Specialty:Physics

Dr. James Nail
Mississippi State Univ.
Specialty:Electrical Engineering

Dr. Meckinley Scott (1986)
University of Alabama

Specialty: Statistics

Mr. Jim S. Sirkis (1986),(GSRP)
University of Florida
Specialty: Engineering Mechanics

HARRY G. ARMSTRONG AEROSPACE MEDICAL RESEARCH LABORATORY

(Wright-Patterson Air Force Base)

Dr. Praphulla K. Bajpai
University of Dayton -

Specialty: Immunology

Or. Gwendolyn Howze
Texas Southern University

Specialty: Physics

Or. Thomas Nygren
Ohio State University

Specialty: Psychology

Dr. Donald Robertson
Indiana University of PA

Specialty: Psychology




PARTICIPANT LABORATORY ASSIGNMENT (Page 2)

HARRY G. ARMSTRONG AEROSPACE MEDICAL RESEARCH LABORATORY

(Wright-Patterson Air Force Base)
(continued)

Dr. Noel Nussbaum
Wright State University

Specialty: Biology

Dr. Jacqueline Paver (1986)
Duke University

Specialty: Biomechanical Engineering

ARNOLD ENGINEERING OEVELOPMENT CENTER

(Arnold Air Force Systems)

Or. Suhrit K. Dey
tEastern I11inois University
Specialty: Aerospace Engineering

Dr. William M. Grissom
Morehouse College
Specialty: Mechanical Engineering

ASTRONAUTICS LABORATORY
(Edwards Air Force Base)

Or. Gurbux S. Alag
Western Michigan University
Specialty: Systems Engineering

Dr. John Kenney
Eastern New Mexico University
Specialty: Physical Chemistry

AVIONICS LABORATORY
(Wright-Patterson Air Force Base)

Or. Vernon L. Bakke
University of Arkansas
Specialty: Mathematics

ix

Or. John Westerkamp
University of Dayton
Specialty: Electrical Engineering

Dr. Surgounda Patil
Tennessee Technical University
Specialty: Math Statistics

Dr. Lawrence Schovanec
Texas Tech University
Specialty: Mathematics

Dr. Narayan C. Halder
University of South Florida

Specialty: Physics
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PARTICIPANT LABORATORY ASSIGNMENT (Page 3)

AVIONICS LABORATORY
(Wright-Patterson Air Force Base)
(continued)

Prof. William K. Curry
Rose-Hulman Inst. of Technology
Specialty: Computer Science

Or. Verlynda S. Dobbs
Wright State University
Specialty: Computer Science

Dr. George W. Zobrist (1986)
University of Missouri-Rolla
Specialty: Electrical Engineering

ENGINEERING AND SERVICES CENTER
(Tyndall Air Force Base)

Dr. William W. Bannister
University of Lowell
Specialty: Organic Chemistry

Dr. William M. Bass
The University of Tennessee
Specialty: Physical Anthropology

Dr. Peter Jeffers
S.U.N.Y.

Specialty: Chemistry

Dr. William T. Cooper (1986)
Florida State University

Specialty: Chemistry

FLIGHT DYNAMICS LABORATORY
(Wright-Patterson Air Force Base)

Mr. Thomas Enneking (GSRP)
University of Notre Dame
Specialty: Civi) Engineering

Dr. Alastair McAulay
Wright State University
Specialty: Electrical Engineering

Dr. John Y. Cheung (1986)
University of Oklahoma
Specialty: Electrical Engineering

Dr. William Schulz
Eastern Kentucky University

Specialty: Chemistry

Or. Joseph Tedesco
Auburn University
Specialty: Civil Engineering

Dr. Dennis Truax
Mississippi State Univeristy

Specialty: Civil Engineering

Dr. Yong S. Kim (1986)
The Catholic Univ. of America

Specialty: Civil Engineering

Dr. Gary Slater
University of Cincinnati
Specialty: Aerospace Engineering




PARTICIPANT LABORATORY ASSIGNMENT (Page 4)

FLIGHT DYNAMICS LABORATORY
(Wright-Patterson Air Force Base)
(continued)

Dr. Oliver McGee
Ohio State University
Specialty: Engineering Mechanics

Dr. Shiva Singh
Univ. of Kentucky
Specialty: Mathematics

Dr. George R. Doyle (1986)
University of Dayton
Specialty: Mechanical Engineering

Dr. Tsun-wai G. Yip (1986)
Ohio State University

Dr. Forrest Thomas
University of Montana

Specialty: Chemistry

Dr. William Wolfe
Ohio State University

Specialty: Engineering

Dr. V. Dakshina Murty (1986)
University of Portland
Specialty: Engineering Mechanics

Specialty: Aeronautics-Astronautics Engineering

FRANK J. SEILER RESEARCH RESEARCH LABORATORY

(United State Air Force Academy)

Dr. Charles M. Bump
Hampton University
Specialty: Organic Chemistry

Dr. Stephen J. Gold
South Dakota State University
Specialty: Electrical Engineering

Dr. Henry Kurtz
Memphis State Univ.

Specialty: Chemistry

GEOPHYSICS LABORATORY
(Hanscom Air Force Base)

Or. Lee A. Flippin
San Francisco State Univ.
Specialty: Organic Chemistry

x i

Or. Howard Thompson
Purdue University
Specialty: Mechanical Engineering

Or. Melvin Zandler
Wichita State Univ.
Specialty: Physical Chemistry

Or. Gandikota Rao
St. Louis University

Specialty: Meteorology




PARTICIPANT LABORATORY ASSIGNMENT (Page 5)

GEOQPHYSICS LABORATORY
(Hanscom Air Force Base)
(continued)

Dr. Mayer Humi
WPI
Specialty: Applied Mathematics

Or. Steven Leon
Southeastern Massachusettes
Specialty: Mathematics

Dr. Henry Nebel
Alfred University

Specialty: Physics

HUMAN RESOURCES LABORATORY

Or. Timothy Su
Southeastern Massachusetts Univ.
Specialty: Physical Chemistry

Dr. Keith Walker
Point Loma College

Specialty: Physics

(Brooks, Williams and Wright-Patterson Air Force Base)

Dr. Patricia A. Carlson
Rose-Hulman Inst. of Technology
Specialty: Literature/Language

Or. Ronna E. Dillon
Southern I1linois University

Specialty: Educational Psychology

Dr. Michael Matthews
Drury College

Specialty: Psychology

Or. Stephen Loy (1986)
Towa State University

Specialty: Management Information Sys.

Dr. Doris Walker-Dalhouse (1986)
Jackson State University
Specialty: Reading Education

Or. John Uhlarik
Kansas State University

Specialty: Psychology

Dr. Charles Wells
University of Dayton
Specialty: Management Science

Dr. Charles Lance (1986)
University of Georgia

Specialty: Psychology

Or. Jorge Mendoza
Texas A&M University

Specialty: Psychology

Dr. Billy Wooten (1986)
Brown University

Specialty: Philosophy, Psychology




PARTICIPANT LABORATORY ASSIGNMENT (Page 6)

LOGISTICS COMMAND
(Wright-Patterson Air Force Base)

Or. Howard Weiss
Specialty: Industrial Engineering
Temple University

MATERIALS LABORATORY
(Wright-Patterson Air Force Base)

Dr. Bruce A. DeVantier
S. I1linais University
Specialty: Civil Engineering

Dr. Ravinder Diwan
Southern University

Specialty: Metalilurgy

Dr. Bruce A. Craver
University of Dayton

Specialty: Physics

Dr. Robert Patsiga (1986)
Indiana Univ. of Pennsylvania

Specialty: Organic Polymer Chemistry

Dr. Gopal M. Mehrotra (1986)
Wright State University

Specialty: Metallurgy

Dr. John W. Gilmer
Penn State University
Specialty: Physical Chemistry

Dr. Gordon Johnson
Walla Walla College
Specialty: Electrical Engineering

Mr. John Usher (GSRP)
Louisiana State University
Specialty: Chemical Engineering

Dr. Nisar Shaikh (1986)
University of Nebraska-Lincoln
Specialty: Applied Mathematics

OCCUPATIONAL AND ENVIRONMENT HEALTH LABORATORY

(Brooks Air Force Base)

Or. Richard H. Brown
Ouachita Baptist University

Specialty: Physiology

Dr. Elvis E. -Deal
University of Houston

Specialty: Industrial Engineering’

x1ii

Dr. Kiah Edwards
Texas Southern University
Specialty: Molecular Biology

Dr. Ralph J. Rascati (1986)
Kennesaw College
Specialty: Biochemistry




PARTICIPANT LABORATORY ASSIGNMENT (Page 1)

ROME AIR DEVELOPMENT CENTER
(Griffis Air Force Base)

Prof. Beryl L. Barber
Oregon Institute of Technology
Specialty: Electrical Engineering

Dr. Kevin Bowyer
University of South Florida
Specialty: Computer Science

Dr. Ronald V. Canfield
Utah State University
Specialty: Statistics

Dr. Lionel R. Friedman
Worcester Polytechnic Inst.

Specialty: Physics

Dr. John M. Jobe (1986)
Miami University of Ohio
Specialty: Statistics

SCHOOL OF AEROSPACE MEODICINE
(8rooks Air Force Base)

Prof. Phillip A. Bishop
University of Alabama
Specialty: Exercise Physiology

Dr. Mohammed Maleque
Meharry Medical College

Specialty: Pharmacology

Or. Kurt Oughstun
University of Wisconsin
Specialty: Optical Sciences

ODr. Hoffman H. Chen (1986)
Grambling State University
Specialty: Mechanical Engineering

Dr. Louis Johnson
Oklahoma State Univ.
Specialty: Electrical Engineering

Dr. Panapkkam Ramamoorthy
University of Cincinnati
Specialty: Electrical Engineering

Or. David Sumberg
Rochester Institute of Tech.

Specialty: Physics

Dr. Donald Hanson (1986)
University of Mississippi
Specialty: Electrical Engineering

Or. Stephen 7. Welstead (1986)
University of Alabama in Hunts.
Specialty: Applied Mathematics

Dr. Ralph Peters
Wichita State University

Specialty: Zoology

Dr. Stephen Pruett
Mississippi State University

Specialty: Immunalogy

Dr. Wesley Tanaka
University of Wisconsin
Specialty: Biochemistry

Dr. Vito DelVecchio (1986)
University of Scranton
Specialty: Biochemistry, Genetics




PARTICIPANT LABORATORY ASSIGNMENT (Page 8)

WEAPONS LABQORATORY
(Kirtland Air Force Base)

Dr. Jerome Knopp
University of Missouri
Specialty: Electrical Engineering

Dr. Barry McConnell
Florida A&M University
Specialty: Computer Science

Dr. Martin A. Shadday, Jr. (1986)
University of South Carolina
Specialty: Mechanical Engineering

XV

Dr. Randall Peters
Texas Tech University

Specialty: Physics

Dr. William Wheless
New Mexico State University
Specialty: Electrical Engineering




RESEARCH REPORTS

xvi




MINI-GRANT RESEARCH REPORTS

1987 RESEARCH INITIATION PROGRAM

Technical
Report
Number Title and Mini-Grant No. Professor
Volume I
Armament lLaboratory
1 Report Not Available at this Time Dr. Charles Bell
760-7MG-025
2 Effects of Bending Flexibility on Dr. Robert W. Courter
the Aerodynamic Characteristics of
Slender Cylinders Determined from
Free-Flight Ballistic Data
760-7MG-018
3 Image Complexity Measures and Edge Ms. Jennifer L. Davidson
Detection (1986 GSRP)
760-6MG-024
4 Report Not Available at this Time Or. Joesph J. feeley
760-TMG-070
5 Advanced Gun Gas Diversion Or. €Imer Hansen
760-7TMG-012
6 A Physical and Numerical Study of Or. James Hoffmaster
Pressure Attenuation in Solids
760-7MG-002
7 Pyroelectric Sensing for Potential Dr. James Nail
Multi-Mode Use
760-7MG-026
8 Gaseous Fuel Injection and Mixing in Dr. Mo Samimy (1986)
a Supersonic Combustor
760-6MG-059
9 Systems Effectiveness for Targets Dr. Meckinley Scott
with Repair or Replacement (1986)
Facilities of Damaged Components
160-6MG-025
10 A Pattern Recognition Application Mr. Jim S. Sirkis
in Elastic-Plastic Boundary Element, (1986 GSRP)
Hybrid Stress Analysis
760-6MG-142

xvii




Arnold Engineering Development Center

1

12

13

Vectorized Perturbed Functional
Iterative Scheme (VPFIS): A Large-
Scale Nonlinear System Solver
160-7TMG-037

Liquid Film Cooling in Rocket
Engines
760-7MG-022

Estimation of Autocorrelation and
Power Spectral Density for Randomly
Sampled Systems

760-7MG-085

Astronautics Laboratory

14

15

16

117

Engineering

18

19

20

21

Report Not Available at this Time
760-7TMG~-042

Report Not Available at this Time
760-7MG-019

Fracture in Soild Propellant:
Damage Effects upon Crack
Propagation

760~7MG-065

Novel Conversion of Organometallics to
Energetic Nitro Compunds
760-6MG-130

and Services Center

Correlations of Spontaneous

Ignition Temperatures with Molecular
Structures of Flammable Compounds
760-7MG-101

The Estimation of Stature from
Fragments of the Femur: A
Revision of the Steele Method
760-7MG-014

Effects of Water Solubility and
Functional Group Content on the
Interactions of Organic Solutes
with Soil Organic Matter
760-6MG-081

Report Not Available at this Time
760-7MG-038

xviii

Or. Suhrit K. Dey

Dr. William M. Grissom

Dr. Surgounda Patil

Dr. Gurbux S. Alag
Or. John Kenney

Dr. Lawrence Schovanec

Dr. Nicholas E. Takach

(1986)

Dr. William W. Bannister

Or. William M. Bass

Dr. William T. Cooper
(1986)

Or. Peter Jeffers




22

23

24

25

Volume Il

A Study of Semihardened Concrete
Arch Structure Response Under
Protective Layers

760-6MG-004

Report Not Available at this Time
760-7MG-079

Stress Wave Propagation in Layered
Media
760-7MG-034

Report Not Available at this Time
760-TMG-105

Frank J. Seiler Research Laboratory

26

27

28

29

30

Report Not Available at this Time
760-TMG-076

>The Omnidirectional Torquer -
Experimental Prototype Model I
760-7MG-123

-> Calculation of Nonlinear Optical
Properties -
760- 7MG 030

Report Not Available at this Time
760-7TMG-0T

Report Not Available at this Time
760-TMG-092

Geophysics Laboratory

N

32

33

34

Report Not Available at this Time
760-7TMG-056

> Modelling and Prediction in a
Nonlocal Turbulence Model
760-7MG-028 o

Report Not Available at this Time
760-7MG-036

> COE (001) Vibrational Temper-

atures and Limb-View Infrared
Radiances Under Terminator Conditions
in the 60-100 Altitude Range - . .-
760~7TMG-035

7ot o

Or.

or.

Or.

Dr.

Dr.

Dr.

Dr.

Or.

or.

Dr.

Dr.

Dr.

Or.

Yong S. Kim (1986)

William Schulz

Joseph Tedesco

Dennis Truax

Charies M. Bump

Stephen J. Gold

Henry Kurtz

Howard Thompson

Melvin Zandler

Lee A. Flippin

Mayer Humi

Steven Leon

Henry Nebel




35

Comparison of SSM/I Rainrates and
Surface Winds with the Corresponding
Conventional Data in the North West
Pacific Typhoons

760-7MG-072 /

Report Not Available at this Time
760-7MG-040

Development of a System for the
Measurement of Electron Excitation
Cross Sections of Atoms and Molecules
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Summary

This is a report of work done in the Electrical Engineering Department
at South Dakota State University throughout the calendar year 1988 on the
Omnidirectional Torquer Project. A research initiation grant was secured
from A.F.0.S.R. in December, 1987, under which the principal investigator,
Stephen J. Gold, PhD, Associate Professor of Electrical Engineering at SDSU
was encouraged to proceed with his plans to build a working prototype of this
3~degree of freedom induction machine. It has a spherical rotor, and its
useful output is the countertorque the rotor exerts on the stator when the
rotor is accelerated. Preliminary design studies for the concept were done
during the summer of 1987, when the principal investigator had a summer fac-
ulty research position at the F. J. Seiler Laboratory in the U.S. Air Force
Academy, Colorado Springs. The report of August 1987 was entitled 'Design
of an Omnidirectional Torquer'.

Notification was received that this second stage of the project would
be funded on 20 December 1987. The sole-source vendor for the most expensive
and critical parts was immediately contacted. Those parts were custom-machined
hollow ferrite hemispheres for the rotor core. After some preliminary nego-—
tiations, they were formally ordered in early February. Initial contacts with
Ceramic- mgnetics Co. of Fairfield N.J. indicated that they could deliver such
custom made part 12 weeks A.R.0.; but they quoted 16 weeks which would have
got them to us by late May. They finally arrived on 23 July! Since most of
the work was supposed to take place during the summer, this late delivery put
the project pretty far behind schedule.

In this report is a brief review of the history of the idea and uses for
a 3-D motor. This is followed by a section about smooth-rotor machines, which
is a different design concept than the one originally explored in the first
design report. Then there's a short section discussing the electronic control
system for this machine. Next are two pages of photographs and a narrative
describing the construction of Experimental Model I. The report ends with a
déscription of the performance test that was done on Model I on 23 Deqember
1988. Unfortunately, it did not work. The reason is thought to be binding
between the rotor and the stator caused by distortion of the slightly-flexible
stator as it was hung suspended for the test. We will now modify the design

using the same rotor in an Experimental Model II which will be built this

spring. The new design will feature a stiffer stator with more clearance.

27-1




History of the Spherical Rotor Machine Idea

The concept of having a reaction sphere instead of three separate re-
action wheels for spacecraft attitude control was first suggested in the
early 1960's. The history of these early proposals is summarized in the
first four pages of Ref. (1), which Major Lamberson and others a F. J. Seiler

Laboratory have, so they will not be discussed further here.

Present interest in the concept comes mainly from a need to kill the
vibrations that arise during slewing maneauvers of large satellites. These
satellites may consist of several modules connected by slender structural
members. Because the structural members have small cross-sectional area, but
do tie together large masses, they cannot exert a lot of force so the masses
must be accelerated rather slowly. Whenever such a satellite is re-oriented
in space, its natural vibration modes will be excited. Those vibrations tend
to be slow (in the sub-audio range, perhaps as slow as 0.l Hz) because of the
slender members' inability to rapidly accelerate large masses. If the struc-
tural members are elastic, there is almost no natural damping, and the satel-
lite would vibrate for a long time. This calls for an active vibration damp-

ing mechanism.

The scheme we envision would use torque to unbend a flexing member in
a timed way that would quickly quell vibrations. Using torque is more ef-
fective than using force for this, because torque is a vector concept (actually
a pair of equal-but opposite force vectors separated by a moment-arm) that can
be fairly freely translated from one place to another in a spacecraft; but a
force needs to be applied at a specific point. Furthermore, unless the force
passes through the center of gravity, it will also have the effects of torque.
On the other hand, it is not necessary that a torquer-motor be located at or

even near the center of gravity for it to work.

Torque for vibration daﬁping would be in the form of '+' for a couple of
seconds, then '-' for about the same length of timeg'then'+' again. The size
of Eorque needed would diminish so that the magnitude of each peak would be
less than the previous peak (damped sinusoids). On the other hand, inertial
attitude controls on a satellite spin up a flywheel in one direction and hold
that same direction of rotation for as long as it takes for the conservation-
of-angular-momentum principle to roll the surrounding spacecraft around to its

new desired orientation. With both attitude control and vibration damping,

it's the countertorque that the rotor exerts on the stator while the rotor is
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being accelerated that does the job. General vibration damping and attitude
control can be accomplished by using three inertia wheels with independent
axes, each driven by its own torquer-motor. If more than one inertia wheel
turn at the same time, there will be some gyroscopic interaction effects

that require sophisticated control coordination. With a spherical rotor
reaction machine, only one torquer is need for the whole spacecraft, and
gyroscopic cross-coupling effects are much less. The mass of a single spher-

ical machine would probably be less than three cylindrical machines, too.

This writer has no knowledge of anyone who has actually built a spheri-

cal roter induction motor, although the idea was mentioned in the literature

of the early '60's. The attempt through the calendar year 1988 to produce

a working prototype exposed the principal investigator to some of the practi-
cal difficulties associated with making such a device: The problem of how to
keep the rotor centered seems easy enough; all that is necessary is to suspend
the rotor ball with neutral bouyancy in a liquid, start it spinning, and hy-
drodynamic forces will pull it toward the center. The more important practi-
cal problem is how to make/keep the rotor cavity spherical in a hand-made
one-of-a-kind prototype that was assembled using thin & flexible pcrts. The
practical 'plumbing' problem of getting the fluid to/from the gap surrounding
the rotor (making seals, finding and repairing leaks, routing the wiring around
the fluid tubes) was more difficult than anticipated. Getting the required
electromagnetic properties of low permeability so the magnetic fields would

be easily established, and high resistivity so eddy-currents would be mini-
mised--combined with structural strength, was tough. Finally, overcoming
gravity; not only as it acts on the rotor, but acting on the whole thing and

deforming it somewhat as it hangs or sits, was an unforeseen problem.

We still believe it can be done, but we now know it won't be as easy as

the first theoretical study indicated.

Theory of Operation for Smooth Spherical Rotor Induction Machines

This part reports investigations undertaken in the spring of 1988. Here
we explain in simple terms familiar to anyone who has studied cylindrical rotor
induction motors, how a spherical rotor machine works. At the end of the sec-
tion is a page that explains how the magnitude and direction of the reaction

torques can be controlled.
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_ A B
In the usual cylindrical rotor a-c machine, <O o
O\ 2 ad
the spatial distribution of magnetic flux around SN \<T L
e -
the rotor periphery should be sinusoidal, i.e: ‘[:: L —= 9§
N —
= i “/
B(8) Bm51n(N9) g ::.
_a . B . R wb " // “a
where B is the maximum flux density, in =~ / 2 9] N
m m L . H \ kY
o is the spatial angle, measured from a refer-
ence point on the rotor, and N 1is the number Fig. 1 Flux Distribution for

Both Cylindrical and Spher-
ical Rotor A-C Induction
cylindrical rotor motors have 2, 3, 4 or more Motors. Diametrical Cross
Section is Shown.

of North magnetic poles in the machine. Some

north poles, but Fig. 1 shows only one North
pole since that is how many there are on the spherical rotor machine discussed
below. The flux pattern of the spherical rotor machine is similar to that ffor
a cylindrical rotor. 1In fact, in a diametrical cross section through the poles
and the center of the sphere, its the same picture~-see Fig l above. For a
machine with a spherical rotor, the ideal flux distribution is described math-
ematically by

B(B) = Bmsin(e) Eq(l)
where 6 1s the angle measured from the 'equator' great circle plane midway
between the maximum flux density magnetic poles, and a ray to the point in
question drawn from the center of the sphere. In the language of those who
draw maps on spheres, the ideal flux density for a spherical rotor is zero
at the equator, and changes as the sine of the latitude angle, finally reaching

+Bm at the noth pole, and —Bm at the south pole.

With cylindrical rotor machines, it is a well-established principle that
any departure from the ideal spatial distribution can be analysed using Four-
iers series analysis to find the lst, 2nd, 3rd, etc 'Harmonics' which when
added together yield thg actual flux pattern. All harmonics other than the
1st have detrimental effects thaé tend to brake a cylindrical motor. For
spherical geometry, there are some analogous basis functions like the Fourier
series sinuseids. They are called spherical surface zonal harmonics, which
can be faound is most books of mathematical tables. The spherical surface
zonal harmonic of order 1 correspond to the fourier fundamental or lst harm-
onic; Fig. 1 shows and Eq (1) describes a spherical surface zonal harmonic
of order 1. Higher order zonal harmonics have different shapes; for example,
the 2nd-order one has a peak at its poles and a valley at the equator, and

it can be oriented so its poles are not at the same place as the lst harmonic's
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poles. As with the cylindrical machine, any distribution of magnetic flux
over the spherical surface can be described mathematically as a weighted sum
of the various spherical surface zonal harmonics, at various angular orienta-
tions. The angular orientations are sort of like the phase angles in fourier
series, except that there are two angles (azimuth and heading) instead of the
single fourier angle. Like the cvlindrical case, thoce parts of the spherical
flus distribution that cannot be described bv the lst order spherical surface

zonal harmonic are detremental to the perfcrmance of the machine.

Finally, it should be noted that both the ideal cvlindrical and the ideal
spherical flux distributions can be thought of as the radial component of flux
density resulting when a non-magnetic sphere or cylinder is in a uniform mag-

netic field (the cvlinder's axis to be perpendicular to the uniform field).

The ideal flux distribution for a cvlindrical-rotor motor is closelv ap-
proximated by using a distributed winding with wires embedded in stator slots.
Spherical rotor machines' ideal flux can also be set up using a distributed
winding. If it is assumed that essentially all the reluctance of the magnetic
flux path is from the gap which separates the rotor from the stator——which is
not a bad assumption even for tight-fitted squirrel-cage induction cvlinders,
and a very good assumption for the long~gap spherical machine discussed herein--
tnen the distributed winding pattern which gives the ideal flux pattern will
be turns that are as close together as possible near the equator (wires touch-
ing), and the spacing between adjacent turns will gradually increase as the
sine of the latitude as one moves toward the poles. TFig. in Ref (1) illus-
trates such a turns lavout. Another way of looking ar the ideal turns lavout
is to consider that there are equallv-spaced 'slices' perpendicular to the
polar axis, and each slice goes through the center of one turn. Fig. 2 a
twentv-turn winding with this propertv emphasized.

N Rotating magnetic fields

for c¢yiinusical motors are set

!

——h—r——r_"'—-.
__4_51 —————(:A up bv polvphase 2 @ or 30
: .
I %Z% currents in two or three separ-
:3 - ate stator windings. The same
‘, . idea can be emploved with spher-
B0
1t d ical motors. 1If there are two
— )

concentric stator windings whose

|
-L

polar axes are perpendicular to

®
®
J{«
=k
¢
(

each other; then exciting one

Fig. 2 A Distributed Electromagner Winding
that Will Establish an Ideal Flux Distribution.
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with a current of the form Ia(t) = Im cos(wt) and the other with a cur-
rent of the form Ib(t) = Imsin(wt) will create a rotating ideal flux pat-
tern. To show this we need to develop a concept for spheres which is analog-
ous to spatial phasor of cvlindrical machine theory. In cvlindrical machines
a flux pattern can be represented by a vector of magnitude Bm passing radially
through the point of maximum flux density; it is understood that this single
vector represents the entire distributed flux pattern. Furthermore, if there
are two flux patterns each of which is sinusoidally distributed in space but
created by a separate sinding, the combined effect of the simultaneous applica-
tion of both stator currents can be obtained by doing vector addition of their
individual vector representors. If one of these vectors is vertical and

varies as Bmsin(mt) while the other is horizontal and varies as Bmcos(wt),
the vector sum will have constant magnitude and rotate at synchronous speed.
The same idea carries over into spherical geometry: a flux pattern set up by
stator current that is a spherical surface zonal harmonic of order | can be
represented by a single vector passing through its pole, of magnitude Bm

A sign convention similar to the one used for cylindrical motors is used so
that radially inward flux is consided to be positive. If there are two such
patterns caused by two separate stator windings carrying currents; then the
effect of each individual stator current can be shown as a single vector that
passes through the peak of the distribution it causes; and the combined effect
of both currents acting simultaneously is found by vector addition of their
separate individual vectors. This very important concept can be simply derived

as is shown below.

Let the flux pattern vectors be (Ax Ay Az) and the 3-dimen-

(B B B ) be the other. The
X y z

o P

sional rectangular cartesian vector
radial component of the flux distribution A that passes through a general
point on the spherical surface can be evaluated by doing a dot-product opera-
tion multiplyiag the direction cosines of ¢ times the_components of A

If the direction cosines of ¢ are (d e f), that dot product operation
yields the scalar result d Ax + e Ay + f Az . woimilarly, the radial

flux at G attributable to the flux distribution of B <can be expressed

d Bx + e By + f Bz; and the combined effect is (Ax + Bx)d + (Ay + By)e

+ (AZ + Bz)f, which is the same result we obtain if we do the vector summa-
tion first, and then the dot product. The idea can be extended to the combined

effect of two stator currents and one rotor current pattern. The additive
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property implies that a pair of stator windings surrounding perpendicular
axes excited by quadrature currents of the form I_(t) = Imcos(wt) and
a

Ib(t) = Imsin(wt) will by their joint action create a rotating flux pattern
rad,
sec

The pattern of the rotating flux is the ideal spherical surface zonal harmonic

whose magnitude doesn't change but whose pole moves around at w

of order 1. It rotates around the third axis which is found by doing a vector

cross product of the two coils' axes,

Consider next the pattern of currents that is induced on the rotor sur-
face by the above-described rotating magnetic field. The rotor has a highlv
permeable ferromagnetic core whose electrical conductivity is negligable, and
is is clad on the outside by a metal laver (silver) with high electrical con-
ductivity and permeability about the same as air. Suppose there is relative
motion between the rotor and stator magnetic field described by mechanical

angular velocity vectors =~ _ o~ -
w = e - w
rel s T

The relative motion will induce electromotive forces (voltage) in the metal
on the surface of the rotor, and these voltages will cause currents to flow.
The voltage gradient can be computed from

-

E = Ux3B VOICS/

Eq(2)
meter _
which can be integrated along a path to get volts of motional EMF. E is

alwayvs tangential to the surface if B is radial. The pattern of the induced
E field and also of the induced currents is shown below in Fig. 3. The pat-
tern of the induced currents is the same as the stator current pattern: the
current in each of the hoops sliced out by equallv-spaced planes normal to
the roter axis are equal. This fact was uncovered in the investigation byv
indirect means. The induced voltages
in the rotor surface conductor were SN N

. Py
computed numerically by doing point- ‘/( Q\it::::::’//' N
bv-point vector cross products per \
Eq (2) on a computer, These values
were then integrated numerically

1
using Bode s five-~point integration

k-3 -

- : . - . : : \\ v "
formula to find the voltage induced ::::\ =7
i h [ . The voltage was o~
in a length of hoop e v g ~ -

divided by the resistance of that

length of conductor to find a current Fig. 3. Rotor Currents Induced

by Relative Motion with Respect

to an Ideal Flux Pattern Set Up

numerically integrated across the by a Quadrature Pair of Stator
Currents.

flowing there. Currents were also
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width of a strip to get a weighted average current-flow. When all of this was
put tcgether in a common program, it appeared that tne current in each of the
hoops was the same. When more and narrower hcops were used, and more lengths
of integrated voltage, the agreement got better and better until with 20 hoops
in each hemisphere all hoop currents were the same to within 5+ significant
figures for all hoops except the last one whose one boundary was the pole-
point. When the number of hoops and the number of integration lengths were
both deubled, the agreement between computed hoop currents improved bv nearlv
two more digits, as would be expected with a 6th order rnumerical integration
algorithm like Bode's five-point method as it converges tc the ultimate solu-
tion. With the pattern of induced rotor currents being the same as the stator
currents' pattern, it follows that the magnetic field set up by the rotor cur-
rents will also be a spherical surface zonal harmonic of order 1 which can be

represented by a single vector. That vector moves with respect to the alreadv-

moving rotor at a velocity such that it is going at svnchronous speed relative
to the stator, and in fact follows the stator field around just like in a
cvlindrical motor. Since stator and rotor fields are both turning at the same
speed around the same axis, the vectors representing them can be added together
To get a composite vector caused by two stator windings and the rotor; this
composite vector quantifies the gap flux density which determines the degree

of saturation in the ferromagnetic parts of the machine.

Therefore we see that a spherical machine can be understood bv extending

the ideas commonly used to explain cylindrical motors. The spatial distribu-

tions are different, with spherical surface zonal harmonics of order 1 fo

Y

the flux and equal hoop current causing that flux, instead of the sinusoidal
flus and current spatial distribution of the cvlindical case; but the time-
variation of currents to create a rotating magnetic field is sinusoidal for
both the cvlinder and the sphere. If the sphere has three concentric windings,
the stator field can be made to rotate around either x- or v- or z- axis,
wnereas the cvlindrical motor has onlyv one degree of freedom and its magnetic

field must rotate about the motor shafc.

We have developed a method that car generate a magnetic field@ which ro-
tates about any axis with arbitrary orientation in 3-dimensional space, bv
using properly sized and timed currents simultaneously in all three of the

concentric stator windings. The idea is developed below:

Let (a b ¢) be the direction cosines of an arbitrarilv-specified

xis of rotation. Since angular velocity is a vector, a rotating fielc that
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goes around the arbirary axis can be svnthesized bv adding together properlv-~
sized magnetic fields that to go around the x-,v-, and z- axes. To get a mag-
netic field to go around the x-axis requires in the windings that encircle the
v- and z- axes. Positive (counterclockwise) rotation about the x-axis of a
right-handed cartesian frame could be set up by

Ix =0 IV = a Im cos(wt) Iz = a Im sin(wt)

P

Similarly, a pair of currents that would cause positive rotation about v-axis

is I, = b1 sin(wt) I, =0 I, = b I cos(ut)
Finally, the required currents for the z-component of the rotating field are
I, = ¢l cos(wt) I, =c1 sin(wt) I, =0.0

Where Im is the size of the current that would be needed to create the re-

quisite magnitude of rotating field if only two windings were used to do it.

n
-

9 2
Note that since a, b, and ¢ are direction cosines, a~ + b + ¢~ = 1.0
The currents required in each winding can be expressed in terms of sines and

cosines as

T = 3
I, Im ¢ cos{wt) + b sin(wt)
I = 1 a cos{wt) + ¢ sin(wt)
v m
Iz = Im a sin(wt) + b cos(wt)

or in terms of magnitudes and phases as

.2 2 i -1
I, = (b° + ) Im cos(wt - a) e = Tan ~( /c)
91 -
Iy = (a2 + )7 Im cos(wt - B) & = Tan 1(C/a)
2 2.3 -
Iz = (a" + b )'2 Im cos{wt - v) Yy = Tan l(a/b)

Putting 'sin' in where 'cos' appears in the above expressionc has the effect

of delaving evervthing by % cvcle, but the orientation and magnitude of the
resulting rotating field would be unaffected. It is preferable to use sines
rather than cosines because when the argument of a sine function is zero, that
corresponds to a zero-crossing instant. The sized/timed sinusoidal currents
described above can be generated by solid state controlled current sources
whidh use pulse-width-modulated square waves to approximate sine waves. Such

sources can be designed to keep pollution from low order harmonics very small.

The smooth-rotor induction sphere works better than a sphere with a
surface structure of triangular interlaced grid sectors, such as the one
that was analvsed in Ref. (l1). The induced current in a solid cladding is

free to flow along the most direct route, collinear with the induced voltage:
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and the Laurentz magnetic forces and torques acting on those currents are
directly additive rather than adding in a jagged vector sense. Therefore

it is not surprizing that the smooth rotor suface should produce more torque
(almost 1% times as much) than was produced with the triangular-grid-covered
rotor that was studied in Ref. (l). For a peak flux density of 1.0 w/mZ, the
triangular grid rotor was computed to produce 2.1 n-m of torqu. with 400 Hz
excitation, but the smooth rotor will yield nearly 3.0 n-m for the same

conditions, according to computer simulations done in April, 1988.

Electronics for Monitoring and Control of the Omnidirectional Torquer

Some students have become affiliated with the Omnidirectional Torquer
project. Their interest is mainly in the measuring and control electronics

and in the algorithms that are embodied in the microprocessor program, that

are needed to make a closed loop control system with the Torquer as the
central element. The Principal Investigator felt that a lot of this effort
was getting the cart before the horse; that the main thing was to get the
torquer itself working so its parameters (current requirements, output torque)
could be established before delving too specifically into designing an elec-
tronic digital feedback system to go around it. Nevertheless, the students
needed something to do last spring and summer and fall while the torquer was

being procured and built. This section is a brief outline of their efforts.

A. Prabhakar, a graduate student, worked on sytem design. Beginning
with the strain gages which measure torque, he designed manually balancable
bridges for them and instrumentation amplifiers to get a signal big enough
to work with. He started with the assumption that the torquer could cause a
strain signal of up to ¥ 0.1 mv, and designed instrumentation amplifiers to
get that up to ¥ 5.0 volts, as needed for analog to digital conversion. Since
there are twelve individual strain gages on the torquer test stand, an analog
multiplexer was procured that can be commanded to select the individual chan-
nel and read it in about 0.1 msec. All twelve channels are to be read sequen-
tially within a time-frame of 1.5 msec, which for now we are regarding as
simultaneous sampling since that is much faster than the expected mechanical
motion of the torquer. Analog to Digital conversion is being done with a
successive approximation tvpe 10-bit A/D converter. The output of the A/D
coverter is interfaced through a parallel port into an 8086 microprocessor.
For the microprocessor there is a memory board with 32K of EPROM for program

storage and 64K of RAM for data storage. A keyboard is included so we can
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enter the experimentally determined calibration constants that the micro-

process will use to convert the measured strains to torques according to
s

- 1
tx 11 %120 0 0 m %112 e,
Ty = 35 - . . .

R O I E BN

The computed torques will be compared against desired or commanded values,
and the smpled and quantized error values EX, Ev, and Ez will be used to
command more or less torque arocund each of three’perpendicular torquer axes
as needed to reduce the errors. The digital electronics svsctem has a para-
llel output port that can be used to move data from its memorv bank onto a

personal computer disk or to a printer for analvsis of performance.

Jacob Kurian is an undergraduate student. He has been working mainly
on fabricating the circuit boards for the instrumentation amplifiers and the

digital electronics system.

X. Shen is a graduate student who wanted a design project to work on.
We have not paid him any meoney for his efforts, but he has designed a constant
current source solid state motor controller that works on the principie of
pulse width modulation to provide up to 10 Ampsrms from a = 100 vdc supplv

which can be used for exciting the x-, y-, and z- windings of the torquer

stator., His design emplovs power MOSFET transistors.

H. Chau will be a new graduate student who starts in January, 1989.
We have approached the E.E. Dept. Head and the Director of the Center for

Power Svstem Studies to see if we can supply him with a small research
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Photo 1. One of the Hollow
Ferrite Hemispheres that are
in the core of the rotor
(four were furnished, two
were used.) These parts

did not arrive till

23 July.

Photo 2. The lmm thick plastic
(polyethelene) ball that was
cut in half, smoothed inside,
and used for the stator inner
sheath.

Photo 3. Silver-clad rotor
sphere fitting inside half
of the stator inner sheath.
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Photo 5. Stator sheath
with cooling fluid tubes
attached to the eight
ports, being subjected
to a pneumatic leak
test. Football serves
as pressure reservoir.

Photo &. Stator sheath
closed with Equatorial
Seal. Silver clad rotor
ball inside can be seen
through open tube-port.

Photo 6. Assembling the
tator windings while the
inner sphere was pressurized.
Soccer ball and football

were both used so one could

be removed and pumped up

while the other held pressure.




Photo 7. The torquer with
some of the stator voke
ribbon in place. This was
its state of construction
when it was subjected to

the first performance test on
23 December, 1988.

PHOTOS 1 - 7 SHOW SOME STAGES IN THE CONSTRUCTION OF THE TORQUER

stipend for spring semester, 1989. He will work to bring the electronics
together and interface it with Experimental Model II of the torgquer, which

will be built this spring.

The preliminary performance testing of the ommidirectional torquer does
not require anv electronics. We have 60 Hz 3 § power available from the
local utility, and a 400 Hz 3 @ generator is also available. 3 @ power
can be passed through a 3 @ autotransformer, and then through a scott-tee
transformer bank to make variable magnitude 2 @ power at either 60 or
400 Hz. Applving this to any two of the three stator windings should make

the torguer go.
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Construction of the Omnidirectional Torquer (August - November, 1988)

The Interim Report, sent to Major Lamberson the first week of August,
stated that the ferrite hemispheres had just been received from the vendor
(Ceramic Magnetics; Fairfield, New Jersey) and that their delivery was about
seven weeks later than promised. Upon receiving them, we sanded smooth/flat
the mating surfaces and epoxied the hollow halves together. Then we checked
the cutc-ide for the requisite sphericity with a micrometer, sanding with fine
emory paper where necessary to obtain the diameter of 9.60 cm. Finally it
was hand sanded smooth to a 400-grit finish, leak-~checked by immersing it in
water (no bubbles were seen), and then sent by priority mail to the Jay Elec-
troforming Company in Chicago. That had agreed to put the 0.6 mm thick sil-
ver layer on the outside surface. We chose them because they offerred a one-
step process, rather than vacuum depositition followed by electroplating that
would have been required by other vendors. Also, they said they could get it
back to us 'in a few days'. The 'few days' turned out to be 4+ weeks, and
the silver-clad rotor did not arrive back in Brookings until 23 August—-only
six days before fall semester classes started here. When the clad sphere ar-
rived, its diameter was measured with a micrometer and found to exceed 3.85"
(= 9.78 cm) in some directions. In fact, it was too big to fit in the spheri-
cal cavity we had made for it. Nearly 50 hrs of hand-sanding with 180- and
400~-grit emory paper was required to round/smooth it to diameters that were
measured to be between 9.72 and 9.73 cm in all directions. That done, it did

fit inside the stator sheath with about 1.0 mm clearance.

The polyethene ball that was used for the stator sheath originally had a
wall thickness of 1.0 mm. When whole, this ball was quite rigid and could not
be deformed a millimeter without the application of several newtons of force.
We cut it half with a razor blade, and smoothed the inside, which had some
ridges and indentations using 80, 220, and 400-grit emory paper until it was
smooth; sphericiéy was checked on the whole ball before it was cut in half.
These sanding operations removed about 1/3 of the mass of the stator iﬁner
sheath: when it was whole, it weighed about 37 grams; after the smoothing
operations were done on them, each half weighed only about 13 grams. Eight
holes were made in the stator sheath to be inlet/exit ports (four of each) to
distribute ZnBr2 solution evenly around the gap. Eight ports were decided on
instead of only two because of concern that with a single inlet and outlet,

flow pressure differentials would push the rotor ball to one side, perhaps
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even blocking the exit port. The holes were originally fitted with short

(5 cm) glass tubing pieces which were sanded on the inside to be smooth and
flush with the spherical surface there, and sealed with a bead of epoxy around
the outside. These glass tubes were replaced in thc second building of the
stator with semi-rigid polyethelete tubing (see below) because one of them

had been chipped at its outer lip.

The rotor ball was put inside the stator sheath, and the equatorial
seam was resealed from the outside with a 2 cm wide strip of epoxv. When
the epoxy was partially set, but still tacky, it was reinforced with a single
layer of fibre tape to give the equatorial seam about the same strength and
rigidity the hollow ball had before it was cut open. The stator sheath with
its protruding inlet/outlet tubes was allowed to set up overnight before sub-
jecting it to a 10 p.s.i. pneumatic leak test. The eight tubes were sealed
by joing one to the other with flexible tubing; except for two. One of them
was fitted with a piece of flexible tubing which was triple-kinked to make a
seal, and the other was connected via a 3' lenght of flexible tubing to a soc-
cer ball which served as the 10p.s.i. pneumatic reservoir. The stator sheath
was then immersed in a tub of water. Two small streams of air bubbles were
obseverved to be coming out near the bases of two of the tubes, and these
leaks had to be repaired; but there were no leaks at the equatorial seal where
the two spherical halves were joined. At this point in the construction, the
ball-within-a-ball could be subjected to sudden twist-jerks by quick hand-
wrist action, and it was easily determined that the outer sheath was free to

move with respect to the ineer rotor-ball.

After the stator sheath was sealed, the next step was to wrap the A.W.G.
#16 copper magnet wire coils around it. Experience gained during the winding
of the first coil indicated two things: First, the eight protruding tubes
necessitated a significant digression from the simple equal-axial-spacing of
the winding-turns that the theoretical zonal harmonic design called for. The
original design had 37 turns covering each hemisphere, and a total of 74 ‘turns
comprising each of the x-, y-, and z- layers. As built, there were only 35
turns per hemisphere. The egress tubes are spaced equally over the surface
of the sphere, like the eight corners of a cube; and to avoid them it was
necessary to omit two of the turns about 35° above/below the plane of maximal
diameter for each of the three concetric windings. Also, some of the turns

had to be a little closer together than the theoretical design called for.
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Second, because of the stiffness/springiness of l6-gauge magnet wire, it was
found to be very difficult to wrap coils of wire on a sphere while progressing

from equator to pole; the wire simply wouldn't stay in place long enough for

the epoxy to set. On the other hand, it was relativelyv easv to put the wire
turns in place while progressing from pole to equator because there was al-
ready a turn in place on a smaller diameter to help keep the most-recent turn
from moving. Because of the difficulty in going one way, compared to the ease
of going the other, a construction technique was adopted that laid the wind-
ings down as hemispherical half-sindings, with four wire-ends brought out for
later electrical interconnection, instead of only two wire-ends. The first
time the stator was assembled, all three (x-, v-, and z-) widings were laid
down turn by turn and each turn was stuck in place with 5-minute epoxv. One
had to wait for the epoxy to set before the next turn could belaid down, which
mad this a rather lengthy process. It took more than eight hours for each
half winding; about 50 hours in all, to put them firmly in place. The second
time this operation was done, Super Glue was used,which sets up in about 10
seconds under the right conditions, so doing the windings took only about 30

hours.

When all the windings wcre on, the next step was to lay on the vanadium
permendur magnetic tape to make the stator yoke. The original concept was to
use machined ferrite for the stator voke, but our single-source vendor (Ceramic
Magnetics Co.; Fairfield, N.J.) said it would cost almost $5000. to make stator
yoke pieces, which would have exceeded the budget by an uncomfortable amount.
So an alternate design using magnetic tape (which cost only about $250.) was
adopted. As Supplied by the vendor, the bare magnetic tape was .002" thick,

%" wide, and 1750' long. In order to provide an insulation laver against eddy
currents and to aid in sticking the tape to the ball, the metral tape was stuck
near one edge of a .373" wide strip of mylar 'Magic Mending' tape from 3M Co.
The .125" of sticky surface held the tape to the lavers below. These combined
tape strips were ﬁrepared in strips of 20-30 length and wrapped around the out-
side of the stator windings like yarn around a baseball. We were well into
this process (300+ feet of tape laid down) when we began to notice that the
torquer unit could no longer pass the aforementioned Twist-Jerk test. Its
mass had grown from 1230 g. to more than 2 kg. and its size from 10cm dia. to
more thna 12 cm, so this basic, simple test was not as easy Lo eXeCute now.
But using both hands, it was still possible to do it. By the first week in

November, it was reluctantly admitted that the device was failing the Twist-~
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time. So we Jecided to take it apart and build it anew.

Jerk test. Apparently the wrapping of layer after layer of stator yoke ribbon
had exerted inward pressure sufficient to cause deformation of the stator in-

ner sheath to the point where it was in intimate contact with the rotor in at

least two places, and binding it so it could not move with respect to the sta-
tor. We tried pressurizing it as a possible way to restore clearance, but to

not avail; it still could not pass the twist-jerk test with 10 p.s.i. pressure
applied. Since that is the pressure that would be available from the ZnBr2

solution pump, there appeared no hope that it would work as built the first

The second time, it was assembled pressurized to about 8 psi while the

windings and the stator yoke ribbon were wrapped. The twist-jerk test was

done at least daily, and it was still passing that test when it arrived at the

point in the construction when about 20% of the stator yoke wrapping was on.

A conscious effort to not wrap the stator yoke so tightly was adhered to in the

second attempt. After Finals Week, in mid-December, it was decided to try some

preliminary testing in an effort to get something positive to report at year's

end. By 2! December we thought we had enough of it built to give it a try.

Preliminary Performance Test (21 - 23 December 1988)

Not much work was done on the omnidirectional torquer during Finals Week

(December 12 - 19), but finally on 21 December there was enough stator in place

to merit giving it a try. We needed some experimental results to send in

report.

Measurements of the windings' resistance and reactance at 50 Hz were
. ] . . . .
The coils' resistance was measured using a Kelvin bridge, and found to be

to 0.24 ohms, which is the expected value for 18 meters of AWG #16 copper

this

made.
close

wire

at rvoom temperature. When supplied with 5.4 Vrms 60 Hz, it was observed that

4.7 Arms of current flowed, and 9.2 watts of power was consumed in each winding.

Since
I2

9.2 Watts

Rt v Roge

0.42 ohm of effective a-c resistance.

The difference between 0.42 and 0.24 ohms is attributable to the referred-to-

the-stator resistance of the silver on the rotor surface. Because of the mat-

ials in the core and the stator yoke, the eddy currents in these parts would

be negligable. The testing described above is akin to the blocked rotor test

commonly applied to cylindrical rotor machines to determine their equivalent

circuit parameters. From the complex power triangle, ) 2
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where S is 1 0 Volt-Amperes and P is power, watts; we can find Q (VARs)

to be ’ 5 ’ "
Q" = (4.7A x 5.4V)7 - 9.2W" , giving Q = 23.65 VARs I“XL

hence X, = jel = j377L = 23.65/4.72 = 3 1.07 ohms

from which the leakage inductance LL is computed to be LL = (0.028 H.

Note that what was determined here was the combined leakage inductance

jw (Lll + LiZ) due to flux linking the stator winding but not the rotor + flux

linking the rotor only. To get an estimate of the self-inductance of the stator

winding, it is necessary to run an induction machine at near syvnchronous speed

so ther are almost no induced voltages/currents in the rotor (slip approaching

zero). With a 60 Hz supply, synchonous speed for this machine would be 3600 RPM;

and there were never any plans to run it anvwhere near that fast because gap

fluid friction would be excessive at that speed. The fact that combined leakage

reactance was almost 3 x as the effective a-c blocked rotor resistence is signi-

ficant, because that means that at the beginning of startup there is at least
(ww)peak - LL(Iris) = 0.063 Joules/winding

of energy being stored in the magnetic field of each coil. Now, the moment of

3

inertia of the hollow spherical rotor is J = 1.05 x 10~ Kg-m“, so the kin-

etic energy stored in it when it is turning at 10 rad/Sec is 0.053 Joules--
the same order of magnitude as the energy stored in the magnetic field. We
hoped that some of the magnetic field energy would be converted to rotational
kinetic energy, and that the rotor would acheive a speed of a few RPM after
the machine had been energized for a few seconds bv a 2 § rotating magnetic

field.

On 23 December, 1988, a simple test rig, depicted in Fig. was buile.
ZnBr2 solution was blended to the density (2.28 g/cm3) of the rotor, and fed
through a hyvdrostatic pressurizing tube into on of the stator inlet ports.

The other seven ports were either shunted to another port or crimped tightly
shut. A standing column of ZnBr2 solution 3 meters high was established in

the vertical tubing section, so- the the internal pressure of the gap fluid was
about 4.3 p.s.i. above atmospﬁeric pressure. The omnidirectional Torquer it-
self was hanging suspended from a single string about 1 meter long, and it was
about 0.1 m off the floor. Besides the suspension string, the other contacts

to the torquer were two lengths of flexible tubing (one to admit the hvdrostatic

pressure column, and other to bleed off bubbles during the filling process) and

four quite-flexible lead wirs bringing current to/from the innermost and the
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Fig. Hvdrostatic Test Rig for Omnidirectional Torquer
outermost of the three windings. The stator windings were supplied with 10 A.
of 2 @ 60 Hz current, and each winding consumed about 36 watts of power. Any

countertorque due to rotor acceleration would have disturbed the delicate sus-

pension svstem in a noticable way.

Unfortunatelv, when the switches were turned on, no acceleration noises
were heard, and nothing moved! In trving to fathom the reason why it didn't

work at all; the most plausible explanation is that the suspension sling (which

was a double-folded cotton cloth about 4 cm broad)
distortion in the shape of the stator to cause the
this is the reason, then it will be very difficult
svstem that won't have similar problems--certainly
we have built would cause probably more distortion
points. The root of the difficulty is three-~fold:
the rotor and the stator is tight (0.8 mm) even if

spherical. 2) The completed torquer has a mass of

3)

A way to modify to

support that in a 1 G. gravitational field.
ribbon-wraps, is flexible.

tacks root-causes 1) and 3) is discussed in the

Concluding Remarks

must have created enough
rotor to become bound. If
to come up with a suspension
the tetrahedral test stand
at its three bottom contact
1) The clearance between

both parts are perfectly

about 3 kg, and we must

The stator, buil:z with magnetic
design that simultaneously at-

concluding remarks below.

The theoretical concepts underlving the omnidirectional torquer are fairly

straightforward. The induction principle has been
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(induction disks, annular linear induction for liquid metals, two-degree-of-
freedom machines) besides the standard ecylindrical rotor geometry that N. Tesla
patented a century ago. The investigators have full faith that the induction
principle can be made to work in spherical geometry, too. The Principal Inves-
tigator has brought forth an idea that he would very much like to see come to
fruition in the form of a working model. Because the first attempt did not suc-
ceed is not sufficient reason to give up the idea. We will try again after mod-
ifying the stator design'in the following ways: 1) Eliminate the stator inner
sheath, which is almost 1 mm thick, to get more clearance between stator and
rotor. This can be done by using an intact 10 cm dia. ball as a mold around
which hemispherical half-windings are placed and set in epoxy. If the spher-
ical mold is greased first, the epoxy won't stick to it and the ball can be
pulled out after the epoxy sets. The hollow hemispheres so created will have
wire - for strength - embedded/surrounded by by hard epoxy. 1If the inner wind-
ing layer were fashioned in this manner, it could be a functional replacement
for the inner sheath, providing a leakproof pressure vessel with a spherical
cavity that is about 3 mm larger than the rotor sphere that must fit inside.

2) Stiffen the stator by encapsulating the whole thing (three concentric
windings whose combined thickness is nearly 0.4 cm) in hard epoxy. The wire
will act like reinforcing bars in concrete, and the hardened epoxy will be
stiff enough so that even a point contact force of 30 newtons from setting the
weight of the entire torquer on a hard flat surface will not distort the stator
shape enough to cause binding of the rotor inside. 3) To overcome the inlet/
outlet differential pressure~push problem while simplifying the laying of wind-
ings on the stator, we shall use a single concentric inlet/outlet tube instead
of the eight tubes sued in the original design. The gap volume will be nearly
tripled, so the volume of fluid will be such that it can absorb a few seconds
of rotor heat with no flow at all. When the rotor ball turns, there will be
mixing of the newly-injected fluid with that alresady in the gap, and the ef-

fluent will be a mixture of cool/heated fluid.

We do not seek any additional funding from the A.F.0.S.R. at this time,
but may be getting some graduate student support from local sources (Center
for Power System Studies) for spring semester 1989. We will be sending brief
Quarterly Updates at the end of March, June, and September, 1989 directly to
Major Lamberson, and of course a final report through Universal Energy Systems

if/when we have some positive things to report.
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Research Initiation Program Proposal
Final Report

Title: Calculation of Nonlinear Optical Properties

Principal Investigator: Henry A. Kurtz

Mailing Address: Department of Chemistry
Mempkis State University
Memphis, TN 38152

Proposal Period: Jan. 1 1988 - Dec. 31, 1988

Publications from work:

1. "Calculation of the Nonlinear Optical Properties of Molecules”, H. A. Kurtz, J. J. P.
Stewart, and K. Deiter, to be submitted to J. Comp. Chem.

2. "Hyperpolarizabilities of Polyenes", H. A. Kurtz, to be submitted to J. Phys. Chem.

Research Summary:

A major goal of this proposal was to test the application of semiempirical based
methods for the calculation of the hyperpolarizabilities of polymers. To this end, a
series of polyacetylene oligomers was studied, ranging in size from C,Hy to C34H36.
Two conformations for each oligomer was studied: all-trans and all-cis. For the all-trans
oligomers the first hyperpolarizability is always zero due to a center of symmetry and
for the all-cis forms it is zero for an even number of (C2H2) subunits. The second
hyperpolarizability results were obtained with a finite-field procedure implemented
within the MOPAC program (J. J. P. Stewart, QCPE Program #455, 1983; version 3.1
(1986)). The MNDO based results are given in Table 1. For comparison, the results of
recent ab initio calculations (G. J. B. Hurst, M. Dupuis, and E. Clementi, J. Chem. Phys.
89, 385 (1988)) are also given. Results with two different basis sets are shown to
demonstrate the spread in computed values.

Of interest is the behavior of the hyperpolarizability as the oligomer length grows. Is
there a limiting value of </subunit that can be used for polymer calculations? There are

two ways to compute a value/subunit of an oligomer properties: 1) divide the value by




the nurber of subunits (n) or 2) subtract the value for an (n-1) length oligomer from
the value for a n subunit oligomer. The former method will be designated /n and the
latter /s. The values obtained by these two methods are shown in Table 1. To explore
the limiting behavior of these values, log(y/s) and log(/n) are shown in Figure 1. Both
these two methods seem to indicate that there is a limiting values but clearly they have
not reached it. Following the procedure of the gb initio calculations, the log(v/subunit)
can be fittoa + b/n + c/nz. The large n limit is then given by 10%. This method
predicts limiting values of 1.26x106 and l.72x106 for the /n and /s methods,
respectively.

Another goal of this research was to explore the development of atomic correction
factors for the semiempirically computed second hyperpolarizabilities. For the linear
polarizability, «, it has been shown that MNDO procedures greatly underestimate the
atomic contribution to the polarizability. These errors can be accounted for by using
atomic correction factors as done by Dewar and Stewart (Chem. Phys. Lett. 111, 416
(1984)). Like a, the second hyperpolarizability has both atomic and bond contributions
and it is likely that a similar correction must be made to give accurate results. The
atomic 7 corrections, 6v;, are treated as parameters relating the calculated and observed
values of the hyperpolarizability.

~v(exp) = q(calc) + T 067

where the sum is over types of atoms and n; is the number of each type. As a
preliminary test, data on alkanes (CSHIZ to CIOHZZ) by Blaszczak and Gauden (J.
Chem. Soc., Faraday Trans. 2, 8, 239 (1988)) was used. The fit yielded an atomic
c'orrection for carbon of 2380 a.u. (1.20x10'36 esu). Using the correction gives the -
values in Table 1 labeled "corr. 4". These corrected values compare very well with the
large basis set ab initio results.

[t is also important in studying second hyperpolarizabilities, to explore the

mechanisms for change. A major contribution to gamma is thought to come from an
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extended 7 system (such as is found in polyacetylene). In order to examine the effect of
lessening the conjugation in this systems, we have studied gamma for butadiene as a
function of the CCCC torsional angle. These results are summarized in Figure 2. As
can be seen, when the r-overlap is a maximum (at 0° and 1800) the hyperpolarizability
is maximum and when the w-overlap is lest effective (at 90°) the hyperpolarizability has

a minimum.
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Table 1. MNDO results for Polyacetylene Oligomers [H(C2H2)nH]

All-Trans
MNDO Ab Initio
n v /n /8 corr 6-31 6-31+PD
2 4255 2128 13775 1098 14846
3 30128 10043 25873 44408 9878 35118
4 103374 25844 73246 122414 40775 82212
5 249070 49814 145696 272870 114624 178443
6 483068 80511 233988 511628 253843 345721
7 810370 115767 327302 843690 476398 603537
8 1227565 153446 417195 1265645 808879 976279
9 1725875 191764 498310 1768715 1230311
10 2295097 229510 569222 2342697 1780479
11 2924276 265843 629179 2976636 2380428
12 3603350 300279 679074 3660470
I3 4324536 332657 721186 4386416
14 5079462 362819 754926 5146102
15 5861925 390795 782463 5933325
16 6667333 416708 805408 6743493
17 7491513 440677 824180 7572433
All-Cis
MNDO
n g v/n /S
2 4255 2128
3 22137 7379 17882
4 72033 18008 49896
5 173882 34776 101849
6 346008 57668 172126
7 598899 85557 252891
8 937834 117229 338935
9 1361353 151261 423519
10 1865894 186589 504541
11 2443900 222173 578006
12 3087962 257330 644062
13 3790292 291561 702330
14 4543821 324559 753529
15 5341120 356075 797299
16 6176838 386052 835718
17 7044224 414366 867386
28-3
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I. Optimal large eddy simulation

One of the fundamental problems facing turbulence simulation
on a digital computer is the modeling of subgrid eddies. To
overcome this difficulty large eddy simulation (LES) was proposed
(1]. The essence of this parodigm [2] is to apply a filter G

on the exact flow u to obtain:
u = JG(x—x')u(x')dx' (1.1)

(In the following we treat the one dimensional case using
Burger's equation. However the extension to three dimensions is
straightforward).

As a result Burger’'s equation becomes

aq 3u 27 . =
5—t-+u5-;=va2+F(x,t) (1.2)
X
Substituting u = u + u' where u' are the subgrid residuals
leads to
o5 , 8T, 9T _ , 9% | 5y (1.3)
gt dx ax - 6x2 ’ : )

A popular model for the residuals is [3]
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Thus the two outstanding problems regarding LES are

1. The determination of the filter funcction G

\V)

The proper modeling of the subgrid residual terms 7.

The major objective of this project was to try and obtain a
solution to these problems from fundamental principles rather
than through numerical simulations which have limited value.
Our results regarding these problems are as follows:
1. In one dimension and for low Re (i.e. Re ¢ 200) the
Gaussian filter [1] seems to be the best choice. However at
higher Re ( 2 1000) we found that an optimal filter is given

by

R

G(x) 0.9 Vo * 0.1 Yo

where

y, = aan(x)e

where Hn(x) are Hermite polynomials and a are normalization

constants.

32-2




2. To insure that the energy spectrum of u decays in the

same way as u the subgrid residuals should be modelled by

where k is a constant.
The technical details of the methodology that led to these
results are given in appendix A which contains a preprint of our

paper on the subject.

II. Clear air turbulence.

Current data suggests that clear air turbulence (CAT) appear
in regions of strong vertical shear which is proportional to the
horizonral temperature gradient. Research on this phenomena by
Lilly [4] and others [5] suggests that CAT should occur when the
Richardson number - Ri - is 20.25 or less. Still it is found
that the correlation between theory and reality is far from being
perfect especially in mountainous regions where CAT can occur
even when Ri™1. All this suggests that CAT is poorly understood
on the fundamental level and a new model for this phenomena is
needed. To investigate CAT more closely we wrote a finite
element program using IMSL-PROTRAN to simulate the two
dimensional Navier-Stokes equation in a mountainous region with
various boundary and initial conditions. (This program can be

extended without difficulty to the full Boussinesq system).
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However each simulation of this program on the DEC-20 machine at
WPI required 15-20 CPU hours for Re % 100. Simulation of higher
Reynolds numbers would require even longer CPU time.

Remark: We could not use the AFGL vax cluster to this end as it
does not have IMSL-PROTRAN on it.

In view of these resource requirements we had to fall back
on one dimensional models (using Burger's equation with a forcing
term). From these simulations we have been able to identify what
we believe to be "missing” variables which might have a strong
influence cn the correct prediction of CAT. These are;

1. The change in the density p as a function of the
temperature (and perhaps height). Currently all models for CAT
assume p to be constant or hydrostatic stratification.

2. The effects of air moisture and variations in it.

3. The energy flux reaching the ground is larger at higher
elevations.

It should be observed that the values of Reynolds and
Richardson numbers are usually used to characterize turbulence.
However, the definition of these numbers does not take into
account the possible variations in p. This might explain in
part the imperfect correlation between CAT theory and reality.

Whether a theory which take the effects mentioned above will
be successful in making correct predictions regarding CAT will

require a careful simulation of Boussinesq equations at least in
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two dimensions. It is obvious however that such a project will
require resources which go well beyond these made available to us

in the present projecrt.
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Integral constraints in large eddy simulation

MAYER HUMI
Mathematical Sciences Department
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Worcester, Massachusetts 01609

ABSTRACT

We show how the optimal choice of the filter function in large

eddy simulations is related to the moments of the turbulent flow.
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I. Introduction

Turbulent flows contain motions in various scales. Due to
this fact the computation of such flows on a finite step grid (in
more than one spatial dimension) is not within the computational
ability of present day computers. Large eddy simulation (LES)
attempts to resolve this difficulty by proper modelling of the
subgrid motions and their interaction with the resolvable flow
[1].

In brief the essence of LES is to introduce a filter

function [2] G(x) and define the filtered flow as
u = JG(x—x')u(x')dx (1.1).

By applying this filter to Navier~Stokes equations one then
derives equation for u after proper modeling of the subgrid
terms.

To illustrate this process we consider Burger's equation

2

du du d"u

a—-—t+u—ax=v——-— (1.2).
Ox

Applying the filter operation to this equation we obtain after

obvious algebra
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g - 9
du - du ar d"u
3t TV tax ¥ 3 (1.3)
dx
where
(1.4)

T = u'u + (u')2

and u’' are the subgrid residuals

(1.5)

Various prescriptions are available in the literature to model T
Smagorinski eddy viscosity model [3] or the

in terms of u e.g.
mixed model proposed by Bardina et al [4.,5].

In one dimension these models are given respectively by

[2.4]
- du au
TETr e 1T R
and
- =2 =2 u
T = u - u - 2vT 3
where k 1is a constant
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As to the filter function two principal choices are

available in the literature. These are the Gaussian filter [2.,5]
1/2
G(x) =[-§5] exp(-6x2/42) (1.6)
TA

and the sharp Fourier cutoff filter [5,6]

G(x) = 2sin(x/4) (1.7).

X

It is our objective in this paper to examine the choice of the
filter function in LES and show how the optimal choice of a
Gaussian-like filter can be dictated by the attempt to satisfy
various integral constraints on the turbulent flow and its
moments.

The plane of the paper is as follows:

In section II we derive the integral constraints needed for
the determination of the optimal filter function. We also show
that these integral relations lead naturally to a new model for
the subgrid residuals. In section III we use these results to
determine the first two terms in the expansion of the optimal
filter function from numerical solutions of Burger's equation

using Smagorinski eddy viscosity model.

32-11




II. Orthogonal expansions and integral constraints

Motivated by the properties of the filter functions (1.6),
(1.7) we place the following constraints on the optimal
Gaussian-like filter function.

(1) G 1is a smooth function defined on [-»,®].

(2) G 1is even.

Furthermore since (1.6) has a unit norm we require that

(3) J G(x)dx = 1

-

(4) Finally G has to be determined so that for a large
class of flows the solution of the filtered equations (using some
fixed subgrid model) "resembles”™ as far as possible the
characteristics of the original flow. To accomplish this we
require that the first n moments of 2 and u are the same.

We now discuss the implications of these requirements in
detail.

To satisfy the first requirement we note that a set of

orthogonal functions on [-®,®] in the usual Hilbert structure

of Lz[—w.w] is given by [6]

12
Y,(S) = a H (C)e 2 (2.1)

where Hn(g) are the Hermite polynomials. However since G
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must have a unit norm in Ll[-w.m] we must choose the

normalization constants an so that

o0
J yn(f)df = 1 (2.2).
-0

Furthermore since H2k+1(§). k =0,1,... are odd it follows that

an expansion of G in terms of yn(f) must take the form

G(x) = a., =1, a. >0 (2.3)

2ok 2 (0D 2k i 2

i ™M 8
M8

k=0 k=0

From this expression we see that from a formal point of view
(1.6) represents the zero order term in the expansion (2.3) (with
proper redefinition of (). The question that arises, therefore,
naturally is whether an improvement in the optimal form of G

can be obtained by additional terms in the expansion (2.3). In
particular we would like to derive an algorithm to determine a
first term correction to equation {(1.6). To accomplish this
objective we consider the moments of u and u. Let u be the
solution of Burger's equation on some region Q subject to some

boundary conditions. By integrating (1.2) over Q we obtain

d du 1 2
It Inudx = (v Ix " 3 U ) 30 (2.4)
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Similarly from (1.3) we obtain

a1n

- a
J udx = (v 3= - 1)
t Jg ax

However due to the normalization of G we have

— o0
J T 3 ax = %J' J G(x-x") =2—(T(x")?)dx dx = 5 ° (2.6)
0 Q '-= ax’ an
Hence
E%J wdx = (v B -7 - 232 (2.7)
Q aQ
Subtracting (2.7) from (2.4) we obtain that
d -
i< J(u—u)dx = Boundary terms (2.8)
Q

Similarly by multiplying equations (1.2), (1.3) by x (or more
generally by x®, n = 2,3,...) and carrying similar algebraic
computations we obtain the following equation for the first (and

higher) moments of u and u
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5% J x(u-u)dx - % J (u2-52)dx + J Tdx =
9] Q Q

(V)

du 1 2 du - XT -
= (x 5= - u ~ 3xu )I - (x 3= ~u - =5— - xT) (2.9)
dx 2 30 dx 2 30
Moreover if we multiply (1.2), (1.3) by u, u
(or u®, En) respectively and integrate over  we obtain the

energy equations;

(2.10)

(2.11)

Our objective is to determine an optimal filter function G
so that u and u have the same characteristics for a large
class of flows. We can achieve this if u and u have the same
moments up to some order n. However due to the "universality”
requirement G must be independent of the boundary conditions of
the flow. Consequently we must disregard the boundary terms in
equations (2.8), (2.9) (and their analogs for n > 1) and choose
G to minimize the absolute values of left hand side of these

equations. As to the
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number of moment equations to be considered a question of utility
arises. On the one hand by choosing n to be large a better fit
between specific u and U can be achieved. On the other hand
when n is small G will have a more universal application.
Due to these circumstances we shall let, in the next section n =
1 and determine using (2.8), (2.9) the optimal first order
correction to the Gaussian filter.

As to the energy equations we consider these in the speical

case where Q = [0,a] and the boundary conditions.

“Iarz=;|an=° (2.12)

Under these conditions it is easy to see that an attractive model

for T which yields similar evolution equations for the energy

of u and u 1is

T = d-u - k &= (2.13)

In fact with this choice of T we can apply Poincare inequality

to {(2.10), (2.11) to obtain

a 2
J u2dx < e-(uw /4a)t (2.14)
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2
Ja 24y ¢ o [(v¥k)T7/4a]t (2.15)
0

Alcthough the prescription (2.13) for 7 did not appear in the
literature (to our knowledge) it is reminiscent of the mixed

model of Bardina et al as U appears naturally in the modeling

of T.

III. Optimal filter function

Our objective in this section is to determine (numerically)

the first order corrections to the Gaussian filter function in

the form
2xV3 N
G(C) = aoYo(g) + azyz(g) . ¢ = “x (3.1)
where (due to normalization)
a, + a, = 1 coay 2 0 (3.2)

To this end we applv the constraints given by equations
(2.8), (2.9) viz. we use numerical simulations on equations
(1.2), (1.3) to determine for which values of a,

side of equations (2.8), (2.9) attains its minimum. We carry

the left hand
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these simulations only with Smagorinski model for the subgrid
residuals.

The setting for these simulations is as follows:
At first a high accuracy solution of equation (1.2) for

Re = 100, 200 over Q = [0,100] and time interval [0,100] was

obtained using a mesh with Ax = 0.1 and At = 5.10_3. Two
initial flow profiles were used,
. nwx
uo(x) = sin 755 . 10 = 1.2 (3.3).

Next we simulated equation (1.3) with the same setting but with
Ax = 1 for different values of ag- Based on these simulations
we conclude that at least within the context of Smacorinski
subgrid model and flows with Re = 100, 200 the Gaussian filter
function (1.6) provides superior results for u than any
combination of the form (3.1) with ag # 0. However for RE X
1000 we obtained as optimal filter function with a. = 0.9 and

0

a2 = 0.1.

The dependence of these results on the dimension of the
region as well as on the model for the subgrid residuals still
remain as open questions which is under investigation at the

present time.
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ABSTRACT

Vibrational temperature profiles as functions of altitude have been obtained for the
(001) state of carbon dioxide using a non-equilibrium line-by-line infrared radiation
transport code (RAD) developed at the Air Force Geophysics Laboratory. This has been
done for both night-time and low-angle sunlit conditions in order to mode! data from
the Spectral Infrared Rocket Experiment (SPIRE)!. Infrared radiance from the 4.3 pm
bands of CO2 in a limb view is calculated for the 60-100 km altitude range considering
the line of sight to be partly sunlit and partly in darkness. Results are compared with

the "night-time" SPIRE data, which were actually terminator scans.

IStair, et. al., ] Geophys. Res. 90, 9763-9775 (1985).
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INTRODUCTION

There has been increasing interest recently in radiative transfer in the
infrared spectral region under non-equilibrium conditions in the atmosphere (1-5).
Under these conditions, local thermodynamic equilibrium (LTE) may not be assumed to
apply. i.e. collisions among molecules are not frequent enough to bring a parcel of air
into equilibrium before radiative deexcitation occurs. This is generally the situation in
the earth's upper atmosphere (above 60 km). An infrared radiance computer code has
been developed at the Air Force Geophysics Laboratory (AFGL) by Dr. Ramesh Sharma
of AFGL and Dr. Peter Wintersteiner of Arcon Corporation. This code treats absorption,
emission, and transmission of infrared radiation through the atmosphere under non-
equilibrium conditions. One component of the code (RAD) calculates excited state
population densities and the corresponding vibrational temperature profiles assuming
various mechanisms of excitation and deexcitation, and also assuming the population
densities are coastant in time. Another component of the code (NLTE) uses the
vibrational temperature profiles to calculate total integrated band radiance for various
viewing geometries. All calculations are done on a line-by-line basis, whereas most
previous calculations of this type were based on band models (1.2,5). [ spent the
summers of 1986 and 1987 at AFGL under the sponsorship of the US Air Force Summer
Faculty Research Program. This time was spent applying the infrared radiance code to
the asymmetric stretch mode of excitation of carbon dioxide (4.3 micron band) under
quiescent night-time conditions (6,7). Limb-view integrated radiances were calculated
in order to compare with night-time data from the Spectral Infrared Rocket
Experiment, or SPIRE (9). 1 received a Research Initiation Program (RIP) award for
1988 which allowed me to return to AFGL for the summer of 1988 during which time I

applied the code to the same band of carbon dioxide under terminator conditions, i.e.
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part sunlit, part darkness. This was done in an attempt to model the actual experimental

conditions of the night-time SPIRE data, as will be explained later in this report.

THEORETICAL DEVELOPMENT

The level scheme of interest for the 4.3 um band of C0; is shown in Fig. 1. The
numbers in parentheses at each C0; level refer to numbers of vibrational quanta in the
three possible modes of oscillation (V{, V2, V3) of the molecule. The (001) state (one
quantum of V3 vibration) is responsible for the 4.3 pm band. There is rapid collisional
transfer between this state and the first excited vibrational state of N2; thus the
populations of both these states are treated as unknowns in the calculation. The
mechanisms assumed for excitation and deexcitation of these two states are shown in
Fig. 2. Rate constants for these reactions have been taken from reference 5. Each of
the two excited states is assumed to have a population density which is constant in time.
Thus the sum of the excitation rates is set equal to the sum of the deexcitation rates for
each state. The result is two coupled linear equations in the population densities of the
excited states in question. These equations are combined to form a 2x2 matrix equation
which is solved by the computer code yielding the population deasities of the C02(001)
state and the No(1) state. The vibrational temperatures are then calculated by means of

the formulas

{C02(001)1/(C02(000)] = exp(-hw/kTgo{)
and

[N2(1)] /IN2(0)] = exp(-hv/kTN2)
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where { | represents a population density, Tgog;y and Ty2 are the vibrational
temperatures of the C02(u01) state and the N2(1) state respectively, h and k are the
Planck and Boltzmann constants respectively, and V is the frequency associated with
the transition in each case. These equations define the vibrational temperatures. The
calculation may be done for each altitude required for a particular probiem, resulting
in a vibrational temperature profile as a function of altitude. This vibrational
temperature profile may then be used to calcufate total band radiance in a limb view,
the geometry of which is shown in Fig. 4. The program calcufates integrated radiance
in a limb view for each spectral line within the band for selected tangent heights (see
Fig. 4). and then sums the results to obtain total band radiance. The results may then be

compared with experimental data obtained from a rocket or a sateilite.

RESULTS
A. Vibrational Temperatures

Night-time vibrational temperature profiles as functions of aititude for the
asymmetric stretch (¥3) mode of excitation of carbon dioxide (4.3 um band) have been
obtained using a component of the infrared radiance code called RAD. This program
calculates population densities of excited states and the correspor ling vibrational
temperatures as outlined above. The subroutine which actually calculates the
vibrational temperatures was modified to soive the 2x2 matrix equation discussed above,
for previously the code had only been applied to the 15 um band of COy. Program RAD
has been updated during 1988 so that it performs the calculations of vibrational

temperatures much faster than was previously possible. Results have been obtained

under night-time conditions for the principal isotopic form of carbon dioxide (}2C!160;)
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labefed 626, as well as for the three most important minor isotopic forms (13C160;
16012¢180, 16012¢170) 1abeled 636, 628, and 627 respectively. These results are shown in
Fig. 3 for the 50-150 km altitude range.

B. Limb View Integrated Radiances

Total infrared radiance from the 4.3 ym band in a limb view (see Fig. 4) has been
calculated using a component of the infrared radiance code called NLTE (8). This
program uses the vibrational temperature frofiles as input, and calculates integrated
radiance in a limb view for each spectral line within the band for selected tangent
heights (see Fig. 4). It then sums the results to obtain total band radiance for each
selected tangent height. This has been done for the fundamental band using the four
isotopic forms referred to above, and also for the most important "hot bands” (higher
order transitions) using the two strongest isotopic forms. The sum of these radiance

results is shown in Fig. 5. Also shown in this figure are experimental integrated
radiance values ubtained from the Spectral Infrared Rocket Experiment, or SPIRE (9).

As can be seen in Fig. 5, the calculated radiance values are smaller than the measured
values above 60 km. The reason for this is that the limb view lines-of-sight used in the
SPIRE mission to obtain “night-time" radiance were not totally in darkness. The
corresponding instrument scans were actually "terminator” scans (part darkness, part
sunlit). The rocket itself was in sunlight at the time of the measurements; therefore a
portion of each line-of-sight was also in sunlight, as can be seen in Fig. 6. Absorption
of sunlight will increase the number of CO2 molecules in excited states, thereby
increasing the measured radiance in a limb view. Thus it is expected that the measured
radiance values would be larger than values calculated without assuming absorption of

sunlight.
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C. Terminator Conditions

To account for the "terminator” scans, total integrated radiance in a limb view
has been calculated assuming the line-of-sight is partly in darkness and partly sualit
with a low angle sun. Solar absorption was added as an additional excitation mechanism
in the calcufation of vibrational temperature profiles for the C02(001) state. Results are
shown in Fig. 7 for the four isotopic forms referred to above. To calculate total
integrated radiance in a limb view for the terminator scans, the geometry of the SPIRE
experiment was analyzed to determine what portions of the lines-of sight were sunlit
and what portions were in darkness. A modified form of program NLTE was used which
calculates integrated radiance in a limb view assuming night-time vibrational
temperatures for part of the line-of-sight and low angle sualit vibrational
temperatures for the remainder of the path. The results of these calculations for the
fundamental band including all four isotopic forms of COy referred to above are shown
in Fig. 8, again along with the corresponding data from the SPIRE mission. It can be

seen in Fig. 8 that the agreement with experiment is much better than in Fig. 5.

RECOMMENDATIONS

A. Terminator Conditions

Several refinements are still necessary for this problem. The calculation of
vibrational temperature profiles assumes laterally homogeneous layers in the
atmosphere. This will not be the case under low angle sunlit conditions because for
any particular layer, the portion of the layer on the sun side of the tangent point (see

Fig. 4) receives sun rays at a different angle from the portion on the opposite side.
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Also, the sun was assumed to be above the horizon (solar zenith angle = 889) in the
calculation of sunlit vibrational temperature profiles, when in reality it was somewhat
below the horizon as may be seen in Fig. 6. It is recommended that methods be sought

to improve upon these approximations.

In the calculations described here, it has been assumed that the hydroxyl
radical (OH) plays no role in the kinetic equations for excitation and deexcitation of the
102(001) state. It is well known that hydroxyl exists in the upper atmosphere (10), and
it has been suggested (11) that interactions invelving the OH radical will have a
significant effect on C02(001) vibrational temperatures. It is recommended that the
effect of hydroxyl be investigated by including it in the kinetic equations and re-
calculating vibrational temperature profiles and integrated radiances. Comparison

with experimental results can then be made as before.

B. Day-time Conditions

It is recommended that these calculations be extended to treat the case of full
day-time coaditions. This will involve modifying the kinetic equations to include solar
pumping at higher sun angles, determining vibrational temperature profiles which
correspond to these sun angles, and using the resuiting profiles to calculate total band
radiance in a limb view for various tangent heights. The results can be compared with
data from the SPIRE mission which took several fully sunlit scans. Data from these
scans were converted to total day-time band radiance in a limb view as a function of

tangent height (Reference 9, Fig. 21).
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SUMMARY AND CONCLUSIONS

The US Air Force Research [nitiation Program (sponsored by AFOSR, conducted
by UES) has been very successful in allowing me to continue research begun while on
the Summer Faculty Research Program during the summer of 1987. The work described
in this report, namely calculation of C0(001) vibrational temperatures and limb-view
integrated radiances under terminator conditions in the upper atmosphere for
comparison with data from the SPIRE mission, carries out exactly what I recommended
in my Final Report for the SFRP in 1987. Most of the work was performed during the
summer of 1988 while in residence at the Air Force Geophysics Laboratory, Hanscom
AFB, Mass. In addition, the RIP award provided funds for two hours of released time
from teaching during each of the semesters Spring 1988 and Fall 1988. During the
spring the time was spent transferring computer programs from the Control Data
CYBER computer at AFGL to the Digital VAX machine at Alfred University. This allows
me to run the programs at Alfred as well as at AFGL. During the fall semester the time
was spent preparing a paper for presentation at the Fall Meeting of the American
Geophysical Union, and also writing this final report. The presentation at the AGU
Meeting (Nebel, et. al., Eos Transactions, AGU, 69, 1346, (1988)) summarized the research
described in this report. The continuity fostered by these research programs has been
very beneficial to me and to my research colleagues at AFGL. [ hope to continue this
research under future sponsorship of AFOSR. Given such an opportunity, my first

priority would be to carry out the recommendations listed earlier in this report.
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For the CO2 stats we have the following procsssas:
SPQntin.oul emission:
€932 (001) ——= CO032(000) + hY
Earthshine pumping:
€02 (000) + hp — C02(001)
V-V transfer with Na:
C03(001) + Na(0) =—==C02(000) + Na(l) + l8cwm-?
V-T transfer to C02(030):
C02(00l) + M =—==C03(030) + M + 346ca~!}
V~-T transfer with oxygen atoms:
C0z(001) + O =——= C02(000) + O + 2349ca-!?

V-V transfer with 0Oz

C02(001) + 02(0) === C02(010) + 02(1l) + 128ca~}

For the N2 states we have the following processes:
V-V transfer with COz:
C02(001) + N2(0) === C02(000) + N2(1l) + 18cm-?
V-V transfer with 02:

N2(l) + 02(0) =—== N2(0) + 02(1) + T75ca"!}

V~T transfer with M (N2 or 02):

N2(l) + M === Na(Q0) + M + 2331lca"!?

V-T tranafer with oxygen atoms:

Na2(l) + O :::::.N;(O) + 0 + 2331lcw-?

Figz. 2. Wight-time mechanisms for 002(001) and N2(1) states.
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Abstract

Rainrate data from the recently (1987) launched DMSP SSM/I (Special
Sensor Microwave Imager) was acquired for three maptimes (on 25 and 26
October 1987) for Typhoon Lynn when that storm was close (about 300 km)
to the southern Taiwan. This particular cyclone was chosen because it
was nearly stationary and slowly deintensifying at that time and was
also wunder radar surveillance. The areas close to (50 km) and far from
the radar (more than 250 km) were excluded from the radar analysis. The
11 cm weather radar at Kaohsiung was able to resolve fine precipitation
features (4 km scale). On the other hand the SSM/I 37 GHz footprint has
a spatial resolution of about 37 x 28 (sq. km) - good for space borne
platform but could resolve only coarse features. This comparison of the
radar and SSM/1 rainrates revealed that the SSM/I resolved only the
gross features of the typhoon precipitation. Although individual rain-
bands were not resolved properly by the SSM/I heavy precipitation areas

coincided with those so inferred by radar.

The SSM/I winds and the conventional (ship, coastal, island and
reconnaissance) winds were compared for typhoon Thelma on 13 and 14 July
1687 and for typhoon Lynn for 25 and 26 October 1987 in the North West
Pacific. The correlation was high (0.7). The SSM/I wind speeds agreed
well with the surface truth in the range 15-22 m s_l. The SSM/I winds
in general overestimated in the lower range of wind speeds and underes-

timated in the upper range.
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1. 1Introduction

According to Liou (1980) microwave radiation would reveal the sur-
face characteristics faithfully because the radiation emanating from the
surface does not suffer much attenuation from absorption from any gas in
the atmosphere. For example only a weakly absorbing pressure broadened
22.235 GHz water vapor line and a cluster of oxygen lines centered
around 60 GHz exist 1in the microwave spectrum. Low transmissivities
also exist at 118.75 GHz and 183 GHz (see Liou's Figure 7.11) but these
are not very broad. Consequently relatively unattenuated radiation is

caught by the satellite.

Rao (1984) in a comprehensive review article pointed out the advan-
tage of microw.ve radiometry in the measurement of rainfall over the
oceans. The satellites NIMBUS 5 and 6 wused the Electrical Scanning
Microwave Radiometers (ESMR) and measured the !9 GHz (linearly polar-
ized) and 37 GHz (dual polarized) respectively to infer the oceanic
rainfall. This review article has an extensive list of references.

Therefore these references are not listed here.

Bunting and Hardy (1984) discussed how the brightness temperature
of the earth's surface depends on surface type and condition. For exam-
ple the ocean emissivity depends on wind speed and land enissivity on
the soil temperature. They further commented how the Special Sensor
Microwave (SSM/I) Imager aboard a DMSP satellite would remotely sense
the surface wind speed and rainrates over the vast expanse of the oce-

ans.

As anticipated in June 1987 a DMSP satellite was launched with he

SSM/1 aboard. This particular microwave imager has four channels with




vertical and horizontal polarization detection capability. The chief
objective of this imager was to provide surface wind and precipitation

patterns over the oceans.

The primary objective of this study is to compare the microwave
derived precipitation fields and surface wind fields pertaining to some
typhoons with radar derived precipitation and conventional wind fields
of the corresponding typhoons. Such a comparison is intended to be
qualitative only. It may be mentioned that Lovejoy and Austin (1980)
and Raschke and Ruprecht (1981) compared radar rainrates obtained in the
GATE (Garp Atlantic Tropical Experiment) with those derived by the
satellite microwave radiometers. Lovejoy and Austin (1981l) attached
only + or - 70% accuracy to the microwave measurements because of the
unknown amount of cloud water and the depth of the rain layer. Although
the lack of knowledge of these valuable parameters continues to be a
problem it is hoped that the demonstration, in our case, that the SSM/I
data are reasonably accurate encourages the employment of the data for
the prediction of typhoon intensity and track speed. Our empirical
study is different from that of Spencer et al. (1988) who compared the
polarized corrected temperatures derived from the 85 GHz against the

radar imagery of an eastern Atlantic rain storm (summer).

2. Some of the DMSP SSM/I Chief Characteristics

The DMSP (Block 5D-~2) spacecraft was launched in a <circular sun
synchronous near polar orbit at an altitude of 833 km with a period of
102 minutes. The SSM/I swath width is 1400 km and results in a dense

coverage on successive days. The SSM/I is a seven channel, four fre-
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quency linearly polarized passive microwave radiometric system. Table 1|
shows the details of the channel frequency and the Effective Field of

View (EFOV).

Holinger, et al. (1987) discussed in detail the footprint geometry
of the 37 GHz and 8%5.5 GHz frequencies. 1t appears from Table 1 that
the elliptical areas of 18.5 km major axis and l4 km minor axis contain
the 37 GHz information such as rainrates or winds. The 85.5 GHz con-
tains information on a finer scale (15 km) but this information |is
available only in terms of brightness temperatures but not (customarily)
in terms of precipitation rate or wind speed. Thus it is fair to say
that the SSM/I rainrates and wind speed are available at distances of 3%
km. This scale of resolution is important when a comparison of the

radar rainrates and the satellite rainrates is made.

3. Radar Rainrates

In comparing the SSM/I rainrates against the radar rainrates some
discussion of the derivation of radar rainrates is necessary. Most
investigators of radar rainrates consider an empirically derived rela-

tionship of the form

Table 1. Showing some characteristics of the SSM/I suite

Channel Polari- EFOV on earth surface km
freq. zation along cross

track
19.35 V' 69 43




19.35 H 69 43
22,235 v 50 40
37.0 v 37 28
37.0 H 37 28
85.5 v 15 13
85.5 H 15 13
relating reflectivity factor Z to the rainrate R. Battan (1973) has

tabulated over sixty Z-R relationships based on world wide measurements.

For reliable precipitation estimates the majority of the radar
volume should lie entirely below the freezing level. This means with a
2° elevation angle the maximum range for radar estimation of rain is

175-225 km assuming that the freezing level is located at 5 km.

Standard books on radar applications (e.g., Rogers, 1376) discuss
how Z depends on the dropsize distribution and how it is sensitive to
the large drop component of such a distribution. For a Marshall-Palmer
(MP) distribution of raindrops extending from Zero diameter to infinity

the reflectivity factor is given by

Z = No (! rl-47 (2)
@\’

The empirical data on Z and R for rain shows the relationship

z = 200R!"® (3)

holding reasonably well.

Recently Jorgensen and Willis (1982) established a Z~R relationship
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z= 300R}" 33

(4)

based on aircraft data from four flights into three storms at three
altitudes. The composite Z-R relationship is shown to be good both for
convective and stratiform rain regions. Jorgensen and Willis (1982)
reviewed various Z-R relationships and found the MP relationship (Eq. 3)
to yield higher rainrates in the lower Z's than what Eq. (4), called JW,
would give. Most of the reflectivities in hurricanes are traditionally

lower than 48 dBz. Thus near the lower end e.g., 25 dBz the MP rela-

tionship would infer better rainrates than the JW relationship.

In the following study the spatial distribution of rainrates is
displayed (in Figs. 3, 5 and 7) wusing the JW formulation. While
developing correlation coefficients and regression estimates both formu-

lations are used.

4. Comparison of the SSM/I and Radar Rainrates

The precipitation associated with mature typhoons as inferred by
the SSM/I is compared with the radar derived precipitation. The radar
is stationed in Kaohsiung, Republic of China. Table 2 shows the specif-
ications of this radar. Since the SSM/I started to function late in
June 1987 tropical cyclones that occurred in July 1987 and thereafter
are of interest in this study. Ideally the tropical cyclones should
travel slowly and not experience any rapid changes in intensity. They
should be about 300 km away from the radar toward the ocean. The bulk
of the tropical cyclone circulation should be near the satellite sub-
track point. Only a few storms are available in 1987 satisfying these

conditions. For July and October 1987 two typhoons: Thelma and Lynn
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were studied. Of these two the typhoon Lynn had more data coverage and

therefore was discussed first.

Table 2. Specification of the Kaohsiung radar

Specification Value
Wavelength 1l.lcm
Frequency 2900 MHz
Peak transmitting power 500 kw
Pulse rep. freq. 164 pps
Beam width 2.25 degrees

Fig. 1 shows the track of typhoon Lynn during October 15-27, 1987.
Of current interest are the two days 25 and 26 when Lynn was close to

Kaohsiung.

Fig. 2 shows the SSM/I rainrates for 1035 UTC 25 October. Most of
the rain is concentrated in bands east and south east of the storm
center. The 8 mm h-l isopleth covers an elliptical area of 50 km (major
axis) and 15 km (minor axis). Gradients of precipitation are packed

south east of Lynn.

Fig. 3 shows the radar precipitation for 1100 UTC 25 October. A
circular area of radius 100 km with Kaohsiung as center is blocked.
This is interpreted as sea clutter. Three prominent rainbands are
noticed in this figure. It 1is noteworthy that the SSM/I rainrates
(e.g., 8 mm h-'1 isopleth) are north-south oriented while the radar rain-
rates have a southeast northwest orientation. Unlike the twin maxima in
Fig. 3 only one maximum near 21N nd 120E was shown by the SSM/I. This

lack of agreement between the two figures 1is likely due to the




differences in time and scales of measurement (l6 square km for radar

versus 850 square km for SSM/I).

Figs. 4 and 5 show the corresponding maps for 22 UTC 25 October
1987. The lack of proper curvature to the rainbands and depiction of
one rainband near 21.5 N and 119.5 E in Fig. 4 in lieu of two in Fig. 5
(respectively at 21.2N, 119.4E and at 21N and 120E) are the discrepan-
cies most noticed. The isolated band to the southwest of Taiwan at

22.2N and 119E appears alike in both Figs. 4 and 5.

Figs. 6 and 7 show the SSM/I rainrates and the corresponding radar
rainrates for 1000 UTC 26 October. The SSM/I pattern developed the

proper curvature but underestimated the rain amounts in general.

Fig. 8 shows the linear regression line between the SSM/I and radar
rainrates for the combined three maptimes. The radar rainrates were

developed using the JW formulation Z = 3OOR1'35. From the regression it

is found that when the radar is showing a rainrate of 2 mm h_l the SSM/I
is producing 3.8 mm h_'l - an obvious overestimate. As the radar rate
goes up this overestimate decreases. The correlation (0.49) coefficient
is low. Such a relatively poor correlation resulted because at low
radar rainrates the SSM/I was registering rainfall over a wide range of
rates. In the middle range i.e., 3 to 5 mm h-l (radar) the scatter was
confined to 5 to 7 mm h_l (SSM/I) indicating a better agreement. With
the MP (Fig. 9) formulation the correlation improved slightly. As was
found earlier by Jorgensen and Willis (1982) the MP formulation yields
slightly higher estimates of radar precipitation for lower reflectivity

values than the JW formulation. Therefore in the lower range of precip-

itation values the MP fared better in terms of correlation coefficient.
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5. Comparison of the SSM/I and Conventional Winds

Fig. 10 shows the surface winds as inferred by the SSM/I for 22 UTC
24 October 1987. An envelope of 30 m s-l surrounds the typhoon center.
In general strong winds (15 m s-l) are observed over the map. Fig. 11
shows the surface winds as observed by the ships (+ or - 3h of SSM/I
time) and some islands. Hsu (1986) suggested a formula connecting the

land and sea observations:

USea =1.62 + 1.17 Uland'

This formula permits a comparison of the SSM/I observation in the
vicinity (50 km or more) of an island with the neighboring ship observa-

tions.

A comparison of Figs. 10 and 11 shows that a fair agreement exists
between the SSM/I and the observed winds. The winds northeast of Taiwan

appear to be exaggerated by the SSM/I.

Table 3 shows the maptimes for which wind data were gathered for
developing a correlation coefficient between the SSM/I and conventional
(ship and island) wind observations. The aircraft reconnaissance winds

obtained for 2110 UTC 13 July 1987 were also added to this sample.

Table 3: showing the maptimes for which the SSM/I and (+ or -3h) con-

ventional winds were compared.
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TIME TROPICAL CYCLONE
2110 UTC 13 July 1987 Typhoon Thelma
0940 UTC 14 July 1987 " "
2200 UTC 24 October 1987 Typhoon Lynn
1035 UTC 25 October 1987 " "
2150 UTC 25 October 1987 " "

1023 UTC 26 October 1987 " "

Fig. 12 shows the correlation coefficient and regression estimates
between the SSM/I winds and all winds (ship and island winds for map-
times in Table 3 and reconnaissance winds numbering 22 for 2110 UTC 13
July 1987). Since satellite winds are representative of an area of 850
sq. km the conventional winds in such an area (where SSM/I winds
existed) are averaged and compared. A good correlation of 0.73
resulted. This may be compared to a coefficient of 0.50 obtained by
Holliday and Waters (1988). Their sample (numbering l4) consisted of
tropical buoydata for January - April 1988 and the correlation <coeffi-

cient has to be reevaluated for a larger data set.

From the regression line in Fig. 12 it is also clear that the SSM/I
overestimated in the lower range up to 15 m s_l and underestimated above
22 m s-l. These findings are somewhat similar to those of Black et al.
(1986) who found a bias in the SEASAT-A Scatterometer System (SASS).
The SASS was an active microwave instrument (l4.6 GHz) having a resolu-
tion of 50 km. The bias was higher for low winds and low for winds

exceeding 10 m s—1
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Fig. 13 shows a nonlinear fit to the same data that were used 1in

Fig. 12. A slight improvement in the correlation was registered.

The correlation was examined between the SSM/I winds and ship winds
for the time periods in Table 3. The sample size (N) was 188. A high
correlation of 0.73 was obtained (Fig. 14). This shows that over the
open ocean the SSM/I winds are fairly representative. One cannot say
this for land winds (in the vicinity of islands and the c¢oast) because

the correlation dropped to 0.67 (Fig. 15).

6. Conclusion

The results discussed above had shown that the SSM/I produced pre-
cipitation patterns in typhoons which are similar to those obtained by a
land based radar. The resolution of rain bands by SSM/I was somewhat
poorer compared to the radar. This happens to be the case because the
37 GHz channel of the SSM/I forms a footprint which has a (course) reso-
lution of approximately 40 km. Good correlation is indicated in the

medium range in the vicinity of 5 mm h-l.

The SSM/I winds and conventional winds were also compared for about
five maptimes involving two typhoons. The typhoon center was enveloped
by a 30 m s—l. Although higher wind speeds existed near the eye they

were not so discerned by the SSM/I. Winds in the medium range between

15 to 22 m sm1 appear to be well represented by the SSM/I.

Higher resolution of wind and precipitation patterns is feasible if
the 85 GHz channel brightness temperatures are utilized. Plans are
underway to use these brightness temperatures and improve further the

correlation coefficients between the SSM/I measured and conventional
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parameters. Similarly additional research is also necessary to further
exploit these brightness temperatures for the short term intensity

changes of typhoons.
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Fig. 2. The DMSP SSM/I rainrates

(mm h=1) for 1035 UTC 25 Gcrober 1987.
Notice the extreme rainrates in south
east of the typhoon center.
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Fig. 3. Rainrates derived under the
Jorgensen and Villis (1982) formulation
fror the reflectivity values of the
Kaonsiung radar. Note the superior
resolution of the rainbands.
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Fig. 12. A linear regression analysis
of the SSM/I and all winds (ship, coastal,
island and reconnaissance).

10, 117%exp (0. G336X)
« 758
333

k]

0. 23,00

20. 00

15.00
i

20.00 25.00 30.00 3%.00

"b.00 500 10.00 15.00
ALL GROUND TRUTH WINDS (M/S)

Fig. 13. As in Fig. 12 except a nonlinear
fit is indicated.

35-21




SSM/1 WINDS (M/S)

SSM/1 WINDS (M/S)
20. 00

8

#- Y = 88035 + 0.517X%
N = 188
~ = D.729

3

3 . . ..

8

a4

N

8

&

8

&

8

o4

8 .

“bioo 5,00 10.00 f

.00 2000 25.00 30.00 35.00
SHIP WINDS (M/S]

Fig. 14. As in Fig. 12 except the
correlation is between the ship winds
and the corresponding SSM/I winds.

114221 + Qo 462X
123
0.663

35. 00
“;
~

23.00 30.00
[N TR

i

15. 00

i

=

“b.0o s.00 10.00  15.00 20,00 25,00 30,00 38,00
LAND WINDS (M/S)

Fig. 15. As in Fig. 12 except the
correlation is between the land (coastal
and island) winds and the corresponding
SSM/1 winds.

35-22




FINAL REPORT NUMBER 36
REPORT NOT AVAILABLE AT THIS TIME
Dr. Timothy Su
760-7MG-040

36 -1




1988 USAF-UES RESEARCH INITIATION PROGRAM GRANT
Sponsored by the
AIR FORCE QFFICE OF SCIENTIFIC RESEARCH
Conducted by

UNIVERSAL EMERGY SYSTEMS, INC.

FINaAL REPORT

OCEVELOPMENT OF & SYSTEM FOR THE MEASUREMENT OF ELECTRON
EXCITATION CROSS SECTIONS OF ATOMS AND MOLECULES
IN THE NEAR INFRARED

Prepared by: Dr. Keith G. Walker

Department & University: Physics Dept.
Pt. Loma Nazarene Colleqge

Location: 3900 Lomaland Drive
San Diego, CA ?210s

Date: February 21, 198%

Contract No: S-7460-7MG-074




DEVELGPMENT OF & 3YSTEM FOR THE MEASUREMEMT OF

IM THE ME®R IMFRARED
by

Keith G. Walker

ABSTRACT
A system has been designed and constructed for the
obtainment of optical electron excitation functions for
wavelengths out to 2450 nm. To produce such a system, much
attention was given to reducing unwanted background signals. A
collision chamber for the observation of optical emission

resulting from electron-atom collisions has been designed so that
a minimal amount of scattered radiation from background sources
is presented to the viewing detector. A comparison has been made
be tween observation of emission lines in helium with a warm line
filter ve. a cold line filter. The detection capability of the
constructed system has been evaluated when cold line filters are

the mechanism of line isolation. A monochromator and PbS
detector have been coupled together. This assembly has been
modified so as to minimize noicse due to thermal radiation. The

resultant detection system has then been utilized to observe
optical excitation functions for the 1083 nm and 2058 nm lines of
helium +from threshhold to 400 eV. The detection capability of
the system has been svaluated when line isolation is accomplished
with the monochromator. Optical excitation functions of xenon
were then measured for transitions producing wavelengths out to
2650 nm.
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INTRODUCT I ON

Considerable effort has been directed towards theoretical and
experimental investigation of electron impact cross sections of
atoms and molecules. For the experimentalist this has meant, if
using optical techniques, studying gases and their transitions
lying in the visible or UJY portion of the spectrum. Much could
be learned from transitions which give rise to near infrared
spectra but experimental investigation in this spectral region is
non-trivial and Vlittle worK has been done. In fact, several
areas of interest require such information. The infrared window
of the terrestrial atmosphere dictates a continuing interest in
development of lasers of a variety of wavelengths and power
levels in the near IR. Much effort is also being directed into
the study of mechanisms that give rise to atmospheric infrared
emission phenomena and to gain insight into these mechanisms one
must observe the effects of electron-molecule interactions wupon

the infrared emission spectra. The LSI branch of the AF

Geophysics Lab at Hanscom AF Base is one laboratory that is
involved in such studies. To obtain data from electron—-molecule
interactions at low number densities in the infrared region it

developed the wunique LABCEDE facility. The LABCEDE facility
concsists of a large cylindrical vacuum tank, 3.4 m long and 1| m
in diameter, in which an electron beam is injected. Inside the
outer chamber a crylindrical shroud exists which is cooled to
liquid nitrogen temperatures. The engineering of this “dual

walled’ chamber has been done so efficiently that when cooled the
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background radiation as seen by their detectors is equivalent to
88 OKeh;in. Precently, the system is so designed that oniy high
voltage electron beams are availablie (2 KeV to 5 KeV). Such beam
energies are currently adequate for the types of information they

are studying and produces (with the associated high current

densities) sufficientiy large signal strengths for detection.

The largeness of the LABCEDE facility is necessary in order to
perform a greater number of different Kinds of experiments. For
example, numerous Kinetic processes can be perturbed by ‘wall
effects’ and having a flowing gas system with large dimensions
enables accurate data obtainment. However, there are many
situations where the large chamber is not necessary. It would be
valuable to have a "mini®" LABCEDE for the observation of near
infrared radiation arising from electron interaction with atoms
and molecules. Hence, this Research Initiation Project is for
the purpose of beginning the initial phases of research on the
construction and utilization of a small system for the
observation of radiation from 1000 nm to 2500 nm arising <from
electron impact upon atoms and molecules. Not only would such a
system be smaller and less expensive to operate for those experi-
ments where wall effects are not important but would offer
electron beam energies and energy resolutions that are presently
not avaitable on LABCEDE. It is herein the goal to develop a
system for the expressed purpose of measuring electron impact
excitation «c¢ross sections in the near infrared spectral region.

Such a system would be unique and valuable.
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OVERVIEW OF RESEACH EFFORT

The firet effort of this research focuced on the problem of
creating an interaction region between electrons and atoms that
would present to a PbS detector a minimum of thermal and
scattered radiation. Secondly, attention was given to the
detector itself so that optimum signal—-to-noise ratio (SNR) could
be obtained under the conditions presented to the detection
system, Finally, spectra and electron—-impact excitation
functions were to be obtained out to 2500 nm for helium and xenon

in order that the capabilities of the system might be evaluated.

All  of the above goals were met. A chamber was designed and
constructed which was quite effective in eliminating the scat-
tered 1Jight while at the same time enhancing the optical signal
and maintaining the integrity of the electron beam’s energy
resolution and geometry. The PbS detector, its associated dewar,
and a 27 cm monochromator were modified successfully and an
improved 3SNR resulted. The electron impact optical excitation
functions were measured from threshhold to 400 eV for the 1083 nm
and 2058 nm transitions in atomic helium. Optical excitation
functions for xenon were observed to 400 eV for transitions

giving rise to wavelengths as high as 2650 nm.

From this work, an evaluation was made as to the present system’s
capabilities in measuring electron excitation cross sections and
what must be done to improve the system’s performance and enhance

the output by an order of magnitude or more.

The remainder of this repor§7%ill detail how each of the above




goals were met and the stated results obtained.

CONSTRUCTION

The initial phase of this research was to modify the present
vacuum chamber and viewing region to provide baffling of
scattered 1light from the hot cathode and minimization of thermal
radiation from the surrounding environment. Figure 1 is an
illustration of the electron gun. This gun will produce a 3 mm
beam with an energy resolution of 0.5 eV at 700 microamps. Grid
1 is used to control the current. 1Its voltage is chopped between
10 volts above cathode (beam on) to 30 volts below cathode <(beam

off> at a frequency of 200 Hz. Grid 2 is used for focusing and

to regulate the current. Its voltage will depend on the gas
used. For helium, it will range from 150 to 200 wvolts above
cathode. For xenon the grid 2 voltage will rarely exceed SO
volts above cathode in order to prevent arcing. Arcing was
continually a problem with xenon since a large ion density
existed due to xenon’s huge ionization cross section. Grid 3 is

at cathode potential and is called the virtual cathode. This
grid removes many secondary electrons produced from the first two
grids and enables an improved energy resolution. Grids 4 and 35
are grounded and provide the acceleration from cathode potential.
The electrons from grid 5 emerge into a Faraday cup from which
the electron—atom collisions are observed. The standard Faraday
cup has been replaced with a stainless steel cylinder that ex—

tends into the side nipples of the vacuum chamber (Figure 2).
37-5




3mm Electron Gun

beam current ‘ 1

collector

cylindrical colllsion chamber
(observation region)

electron beanm \\\\

grounded grids <:'

virtual cathode (—V)\\\ﬁ

grid two (~V + S0volts ) ~__

grid one (-V + 10volits
chopped to
-V = 30volts)

cathode (—V)/ﬁ

——

FIGURE 1. 3 mm Electron Gun
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Thie configuration provides very effective chielding from the
optical emission of the cathode. This also provides a convenient
arrangement for the mounting of a I inch focal 1length concave
mirror. This aluminized mirror has a MgF coating and is mounted
2 inches from the electron beam thus prguiding an image of the
beam on top of the object beam and an enhancement of signal by a
factor of two. The inside of the cylindrical Faraday cup was
then blacken with agquadag. The collector cup was biased at +45
valts to suppress secondary electrons from entering the collision
region. A wire mesh was inserted over the cylinder’s exit hole
to prevent field penetration by the +45S volits. The gun is con-
tained in a vacuum which will reach 10-8 Torr.

The PbS detector was next given attention. Qur first efforts

would be to obtain an excitation function of the 20358 nm line in

helium (21P --> 218). The most straightforward method of
isolating this line is to utilize a line filter. Of particular
interest is the difference in SNR between a warm and cold (-
19600) filter measurement. Such a measurement gives an

evaluation of the relative importance of cooling the filter. The
PbS detector is a 2 mm x 10 mm element mounted on a cold finger
of a 1liquid nitrogen dewar. Capping the dewar viewport is a
sapphire window. The dewar with filter is mounted directly to
the window of the wvacuum system. In the warm filter
configuration, the filter was mounted between the chamber window
and the dewar’s window. In the cold filter configuration, we
custom fabricated a filter holder and attached it to the cold

finger. This allowed the positioning of the filter directly over
37-8




the PbS element. Also, we are able to attach variable sized cold
maske over the detector to limit its field of view, Figure 3
illustrates the way the dewar and detector assembly were
configured. Figure 4 is the circuitry for the detector. The PbS
recistance would reach 20 megohms at ligquid nitrogen temperature.
If one were to maximize the power delivered to the load
resistance ithen a value equal to the PbS resistance would be
choosen for R . However, since the electron beam is chopped and
lock-in techkiques are being utilized, we want to maximize the
change in load power due to a change in the resistance of the
PbsS. This requires that the 1cad resistance be half the PbS
resistance (Ref 1). Therefore, the load resistance was set to 10
megohms., Such large resistances and small signals made it

necessary to carefully shield the entire dewar, the detector’s

power supply, and associated leads from stray signals.

In the second phase of the research, a Monospec 27 cm
monochromator with /3.8 speed was used to isolate the lines to
be studied. The optical radiation was gathered from the
collision region by an f/3, CaF lense. To optimize the SNR, the
exit slit housing of the monoc:romator was removed and the PbS
detector and dewar were mounted in its place. The cold mask was
made into a slit and positioned so as to become the exit slit of
the monochromator. We were able to construct and align this
configuration to a degree where the measured bandpasses were
within 5S4 of the regular monochromator exit slit configuration.

Also, cold bandpass filters were utilized in front of the slit to

cut out the thermal radiation that would lie outside the spectra
37-9
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region we were scanning. These filters covered the following
ranges:
*# 1000 nm - 1800 nm

* 1800 nm - 3000 nm
* 2000 nm - 3500 nm

Figure Sa and figure Sb show this arrangement. Figure Sa is the
normal monochromator exit slit assembly. Figure 5b is the PbS
detector and the new cold slit arrangement. This technique of

selectively wusing cold filters in conjunction with the monochro-

mator decreases the noise signal in the region of interest as

well as presenting a very cold surface directly in front of the
PbsS.

Figure é is a block diagram of the system. Standard lock-in
techniques were used. All data logging and instrument control

were performed by a microcomputer. The beam energy was varied;
its voltage recorded; the lock-in signal was averaged typically
over 20-30 readings. The average detector signal divided by beam
current was then plotted against the beam energy in real time on
the CRT. Such a plot is designated an excitation function. All
data is then stored on disk and hard copy of the excitation
function was furnished via digital piliotter. Measurement of
electron impact excitation functions wusing such optical
techniques is a common method for which a good general

description appears in Massey and Burhop (Ref 2).

A later development to the system was the addition of Helmholtz
coiles for the production of a magnetic field along the electron
beam’s axis. Fields up to 100 gauss were created and resulted in
confining the electrons to a well defined beam.
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The experimental goals were as follows:

15 Measure the 2058 nm and 1083 nm optical excitation
function of helium from threshhold to 400 eV wusing a
warm line filter for line isolation and a PbS detector
cooled to liquid nitrogen temperatures. Repeat the
above measurements using a cold filter (-196 oC) and
compare the differences in SNR.

2 Utilize a 27 cm monochromator in conjunction with cold
bandpass filters to observe the 1083 and 2058 nm
excitation <functions of helium from threshhold to 400
eV, Compare the results with data obtained from gqoal
1) where line filters were used.

3 Measure optical excitation functions of xenon out to
2500 nm or 3000 nm using the 27 cm monochromator as the
spectral dispersion element.

4> Evaluate the capabilities of the system for measure-
ments of emission spectra in the mid-infrared.

1 1
The 2 P --) 2 5 transition in helium gives rise to the 2058 nm

spectral line. This line was choosen because of its isolation,
strength and where it lay in the spectrum. The isolation of the
line and its location in the spectrum enabled us to utilize a
standard off-the-shelf line filter whose band center lay at 20%0
nm and whose bandpass was 85 nm. Also, when the filter was put
at liquid nitrogen temperatures, the band center dropped to
almost the desired wavelength of 2058 nm. 1'\;’Thez optical cross

section of the 2058 nm line is about 1| x 10 cm 3 however, it

is very pressure dependent and when working at high pressures (40
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-17 2
mTorr) an optical excitation cross section of | x 10 cm
should be obtained. This will give us a very strong signal to
initiate our measurements. The detector with cold filter were

attached to the observation port of the vacuum chamber. This put
the detecting element about S5 inches from the collision region.
Figure 7 shows the arrangement of system. In this configuration,
optical excitation functions were obtained of the 2058 nm 1line
from 40 mTorr to a pressure as low as | mTorr. Figure 8 and
figure ? represent the 2058 nm optical excitation function wiith
a warm filter and cold filter respectivily. The SNR is signifi—
cantly better for the cold filter. As was mentioned, this
transition is very pressure dependent. Figqure 10 is a plot of
the emission vs. pressure for an impacting electron of 100 eV.
1 1

Since the optical cross section of the 2 P -——> 2 § transition is
10—19 cm2, it is evident that by the utilization of line filters
one can obtain excitation cross sections in the 10--19 cm2 range.
If high pressures can be used without presenting non-linearity

-20 2
effects, 10 cm would be possible.

The next optical excitation function attempted was the 1083 nm
3 3

line arising from the 2 P --> 2 S transition. Again a line

filter was utilized and the results are given in figure 11. Data

was only taken to 200 eV for this case.

The wutilization of line filters to resolve spectra allows one to
employ large f/values. Unfortunately, line filters are expensive
as well as inconvenient and unflexible. Hence, the next phase of

this research was to employ a monochromator as the dispersive
37-16
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medium and evaluate its capabilities.

Figure Sb illustrated the configuration of PbS detector relative
to the monochromator. In the normal monochraomator exit port, as
was shown in figure 3Ja, a focus tube and slit holder are

adjustable for alignment purposes. This assembly was removed and
a mount was constructed to attach the dewar and detector onto the
monochromator so that a cold copper mask can be positioned where
the standard exit slit would normally reside. The copper mask
can then be slit to the desired bandpass and it becomes the exit
slit for the monochromator. For example, with an entrance and
exit slit width of 1 mm a bandpass of 120 Angstroms is expected
with the 300 grooves/mm grating blazed at 2000 nm. Qur arrange-—
ment produced a triangular bandpass with a measured 128 Angstroms
=== a § /4 error, Most of this error is within the precision of
the siit width construction. Hence; the PbS sees a cold mask
directly in front of it with a slit equal to the entrance slit.
This also enables us to utilize the entire f/value of the
monochromator since the width of the detector element is 2 mm.
As mentioned previously, a cold bandpass filter is present to
eliminate the unwanted thermal radiation which lars outside the
spectral region of interest and which arises from the optical

element and/or surroundings that are in the view of the detector.

Figure 12 shows the comparison of excitation functions for the
2058 nm line. The upper curve is taken with the use of a cold
line filter; the lower curve with the monochromator (blazed at

2000 nm) and the attached PbY detector. It is evident that the
37-22
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signal strength drops by at least an order of magnitude when
using the monochromator. This is due to several reasons:
* Smaller solid angle of observation when wusing the
monochromator.
* Losses occuring in the optics of the monochromator.
* Distance from phenomenon to the detector is
significantly farther with the monochromator.
Figure 13 is the same two curves as in figure {2 except we have
multiplied the lower curve by a factor of 14 to verify that the
shapes of the curves are the same independent of whether the line
is isolated by filter or monochromator.

3 3
Figure 14 is the 2 P -—> 2 3 optical excitation function obtained

via monochromator with a grating blazed at 1000 nm.

Hence, wusing the monochromator the present system can obtain
-18 2
excitation cross section of 10 cm or higher. Again, this
~-19 2
could be improved to 10 cm at high pressures (greater than 10

mTorr).

To wutilize this system’s detection capabilities we have choosen

to examine the Sd --> ép and 7s --> ép optical excitation
functions. Figure 1S is a partial energy diagram for xenon and
it is seen that the 5d and 7s states give rise to a number of

spectral lines lying between 1000 nm and 4000 nm. They also have
-18 2
predicted electron excitation cross sections in the 10 cm

range. These transitions have intrinsic interest as well since

many of the 5d --> ép lines are Known laser transitions (Ret 3).
37-24
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Also, we have found that transitions originating from the &p
states are pressure dependent in an extremely anomolous manner
(Ref 4>, It would be of interest to examine these Od states
which strongly feed the &p levels to see if they possess such

abnormal pressure dependence.

Figures 1éa through 18h are exemplary of data obtained. The
largest wavelength observed was 3110 nm but it lay at the extreme
of the useful range of the 2000 nm blazed grating and was quite
weak . The largest pressure possible was 4 mTorr. Xenon
possessecs an extremely large ionization cross section. And as
mentioned before, this results in an easily unstable beam
condition in which a glow discharge can be created. Hence, one
must choose the operating conditions of the electron beam
carefully so as to maintain the integrity of the electron beam.
We have included in the accompanying figqures excitation functions
at 4 mTorr (maximum pressure used) and I mTorr (minimum pressure
used). Attention is given to the fact that the 7s(3/2,2) to
6p(S/2,3) transition is the only one we observed with significant

pressure dependence (See figure 17).

Again, we have substantiated that with the present system,
-18 2
optical excitation <crosz sections 10 cm or higher are

obtainable out to 24650 nm.
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NEXT PHASE

As mentioned previously, at least { picoWatt must reach the
detector when attached to the monochromator to obtain a SNR of 2.
It is felt that we have closely optimized the detector and
monochromator configurement. However, there are two improvements
in the remainder of the system which should easily increase our

detection capabilities by an order of magnitude.

1> Increase the solid angle from which radiation is
gathered from the observation region. Presently, the
geometry of the chamber is dictated by the electron gun
design and thereby limits us to an /12 speed. The
monochromator and detecting element are capable of an
£/3.8. We Hhave designed and are presently building a
new electron gun which will allow us to house it in a
chamber that will enable us to ‘get closer’ to the
electron beam. This new design will provide an /4
value to almost match the detection system’s optics.

This should improve our signal by a factor of three

(3.
2) Increase the electron beam from a 3 mm diameter beam to
a 10 mm beam. Such an increase in beam size will

resylt in an increase in beam current by a factor of
ten (10). We decided to take this original data with a
3 mm beam since concern existed for the baffling of

scattered light. The small cathode creates an amount
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—

of background light that is significantly leess than the
10 mm cathode dispenser. However, the baffling scheme
we have designed and employed is so effective we feel
confident that the increase in background will not be

significantly greater than with the small cathode.

We have obtained a grant from Research Corporation to fund the
above two improvements as well as to utilized calibrated spectral
radiance sources to make absolute measurements of the excitation
cross sections that are obtained. These modifications and

measurements will be performed this coming summer, 198%.
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SUPERCONDUCTOR TESTING

Recent developmenta on materiala technology have been made that

show super-conductivity at moderately low temperatures (liquid

nitrogen). There is some promise that materials will be
developed that will show super-conductivity at room
temperature. Moast measurements have been made using direct

current and little is known of their AC characteristics. The
main materials development haa been that of amall discs
(approximately the size of a dime) and only direct current and
antimagnetic phenomena have been studied. Manufacture has been
difficult and the material samples are simple, such that it has

been impractical to do RF (AC) characterization.

Even more recent developmenta in laser/implant techniques appear
to be able to produce complex circuits of super-conductor
material. These techniques should be able to produce microstrip

and strip-line materials.
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INTRODUCTION

This program will develop a set of techniques to both AC
and DC characterize super-conductor material. Suitable fixture
design will be provided. This will include at a minimum,

fixture designs from .1 GHzZ to 18 GH=z.

OBJECTIVE
Techniques will be developed to test and characterize
super-conductor materials, using both DC and RF methods. Items

investigated will include RF loss, skin effect, electromagnetic
effects, power handling and contact resistance. Hardware
designas will be made to provide for such measurements as circuit
Q" under RF conditions. The designs will alsc allow for
simultaneous DC biasing to measure minimum and maximum operating
levels.

The above designs will be made using strip-line, microstrip and
coaxial methods. A circuit will be made, using cavity
techniques to study Q" and allow super-conductor samples to be
tested 1in various "E" and "H" fields. Each teat component will
have provisions for cooling by either liquid helium or liquid
nitrogen, or any other liquefied gas. Each will also operate at

room temperature.
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SUPERCONDUCTIVITY

Super conductivity has been with us many years. The most well

known of early experiments was done by Meissner’s group in

Berlin in 1933. This magnetic-antimnagnetic phenomena is the
most widely demonstrated today. Recent developments in the
technoloqgy have found superconductivity at ever increasing

temperatures, some temperatures as high as 240 Kelvins (Wayne
State University, Detroit, Michigan).

The designers otf long power lineg have dreamed of power networks
using super-conducting carriers. The "Glitz*": however, is that

even at 1liquid nitrogen temperatures (~77.1 Kelvinsg), the cosat

in energy of cooling the 1lines far exceeds the gain in
efficiency. The mechanical stress problem 1s also a major
factor. Most high temperature superconductors are very fragile.

Super conductor phenomena has been studied mostly at very low
frequencies or direct current with the exception of the
Josephson Junction (Brian Josephson 1962). The Josephson
Junction has become a valuable tool in the laboratory, but as of
thiasa date has not found wide sapread use 1in commercial (or
military) products. I believe this is mainly due to the cost of

cooling, not only in dollars but also in size and complexity.
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CLASSIFICATION

Super-conductors have been roughly classed 1into two major
categories. Class I super-conductors are those that exhibit a
threshold and saturation effect. That is: Above some extremely
small current they exhibit superconductivity. As the current
increases it continues to operate as a super-conductor until at

some level it ‘*drops out®” of super-conductivity.

Claags II =auper-conductors exhibit superconductivity over a wide
current range. Neither class has been accurately defined.

There is a tendency today to class some material as
super-conductors when they show a marked decrease in resistance
even though it does not go to zero. It might be better to call

these psuedo-super-conductors.

Most of our regular conductors, such as copper, silver and qgold
show a marked decrease 1in resistance when cooled to very low
temperatures. The real advantage will occur when a strong,
ductile material 1is found ¢to be a true super-conductor (class

II) at room temperature or above.
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The theory of super-conductivity says that at some temperature
the lines of magnetic flux internal in the material are repelled
or forced to the outside. Thia is similar to the skin effect
observed at high frequencies. In a class I superconductor this
occurs until the flux denaity gets too great on the surface and
super-conductivity ceases. This suggests that although R is
equal to zero, the reactive component is not only not =zero but

will in fact increase.

SUPER CONDUCTIVE TESTING

Testing of super-conductivity has been done moatly at DC or very

low frequencies. There is some work now being done in Japan and

a few laboratories in the USA at very high Microwave
Frequencies. Little is being done to characterize a
super-conductor at any frequency. Qualitative observances are

being made mainly at the low frequencies but there is a

hesitation to make any quantitative definition.

Recent articles have been written on super-conductor resonant
cavities. These cavities show results of Un-loaded Q’s of 300.
Varian Associates, in 1961 produced numerous uncooled cavities
with Q’s in the order of 40,000 and the VA-1280B had a minimum

unloaded Q of 140,000.
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In order to investigate the effect of super-~-conductivity it was
decided to design a cavity with a unloaded Q of approximately
35,000. The VA-1280B design will be described later in order to

compare designs.

The cavity design approach was picked at Ku-band at
approximately 14 GHz. This allows for a umnall size and requires
a samaller sample for test. The cavity is approximately 1.5
inches in diameter by 2 inches long. Both the input and output
are on the base and the top is a temperature compensator. The
base 1is loaded with lossey material to suppress spuriouas modes.
The material of the cavity is invar and is silver and gold
plated. Cavity operation 1s in the TelL/ mode. The cavity is
designed in eight parts, a body’ base, top compensator,

waveguide, two flanges and two tuning screws.

The VA-1280B is a very unique design. It operates in the
Te,’6/7 mode and has no spurious responses below 18 GH=z.
A copper wire (.062) ls wrapped tightly around a cylindrical
mandrel. A second mandrel is fitted snugly to the outside of
the winding. Using vacuum techniques a mixture of carbon and
epoxy is then “*sucked” into the windings. After curing, the

inside mandrel is removed and the outside mandrel and winding
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are fitted into a lathe where the center of the winding is cut
out untill there remains a surface with .010 inches between

windings. See figure 1.

/4 /u mn P nowom .”:‘Oq /'
— e e - e e e - B e
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o ’ - v ) -
- \A/Ire [/u.) i \VAVAN B A
. ‘ ".J/ e f
L-\.,;T\/’ /(:,Q‘\ N ..q e
FIGURE 1

This gap is filled with lossy material and attenuates all
spurious modes. The winding {s then fitted 1into a cast
supporting sastructure and plated with copper, silver and gold
astrike. The ends of the cavity are fitted with a tuner in the
top. The lower end plate contains the coupling structure. If
super -conductor technology gets very good, this type cavity

would be an excellent test fixture.
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CONTACT RESISTANCE

One of the most difficult problems using super-conductors is the
input and output connections. As most connections are quite low
loss, it 1is difficult to measure or compare this loss. Line
impedance characteristics are easily measured but comparisons
are difficult.

A long coaxial 1line was designed to make several measurements
with the requirement that measurements be fast and
reproduceable. Also desirable 1ias the ability to D.C. or A.C.
bias a super-conductor line and make RF measurements under bias
conditions. Therefore "DC blocks” and Bias circuits were

incorporated in the design.

To measure contact resistance, the line is 36 inches lcng. One
hundred forty-four .29 1inch super-conductor samples are fitted
into a thin wall fused quartz tube. This becomes the center

conductor of a coaxial 1line, Calibration of the line is done
using a .062 brass tube, which is copper, sailver and gold
plated. The '"outer' conductor of the line is a braass tube which
is also copper, silver and gold plated using mandrel techniques
to plate the interior.

When assembling either the calibration center conductor or the

superconductor stack (or a single superconductor rod), ‘these®




are placed 1in the fused quartz tube. One end of the “Triaxial®
fixture 1s assembled. The .032 diameter coiled wire is then
fittea between the outer RF conductor and the gas manifold. The
remaining end is then assembled and the outer insulating jacket
installed. The device is now ready for test.

If biasing s desired, DC block/biasers may be used. These
should be calibrated into the system before installing the
fixture.

Each end uases a combination hair spring and titanium dioxide
chip as &a DC block/biaser. These are external to the main
circuit and are calibrated into the test system. The circuit is

ag follows.

RF =

{ ‘/ a 3 ||

y Iy it

i ) - 5{?

. p

& v

) L
i Fras

Cfu'(x'c-hf Cjuv“r'elli

FIGURE 2
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A larger brass tube is fixed in é triaxial configuration, with
inlet and outlet connectors to provide cooling of the line. A
throttling process assures that the internal gas remains at the
prescribed temperature. Various gases such as liquid nitrogen,

liquid helium, liquid oxygen and others may be used.

AMPLIFIER FIXTURE

Amplifiers, egpecially cooled amplifiers, require several
connections to the external environment. These include input
and output connectors, one or two bias connectors and input and
output for the cooling media. A problem with the cooling media
is that it must be kept at precisely the boiling point but not
allowed to boil. In this amplifier fixture the input 1is
designed using a throttling process. If the gas starts to boil,
the throttling proceasa reduces the temperature of the gas and
reliquifies 1it. The fixture ias also deaigned to automatically
purge itself when a liquid media is applied.

When using the amplifier fixture numerous internal amplifier
fixtures may be used. Dimensions have been made to accomodate a
1 4inch by 1.5 4inch thick film four to six stage amplifier.
Smaller units, such as MMIC’s may be teasted by circuit board

mounting.
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SOLDERING TECHNIQUES

Line Connectors

Before plating the manifold parts (it {s not absolutely
necesgary to plate but will maintain calibration longer if all
parts are plated - remember we are measuring the difference in
approximately one ohm and one hundredth of an ohm) the end
female connector parts should be soldered on the manifold.
Carefully place the connector part over the manifold making sure
that the end of the manifold lines up with the inside base of
the thread. Silver solder this in place on each end. The gas
inlet and outlet tubes should also be silver soldered in their

respective holes.

Ku-Band Cavity

The base, adaptor and two flanges should be silver soldered

before final polish and plating. This may be done with a
hydrogen ¢torch on in a hydrogen oven. The oven technique is
preferred but a torch technique 1ia gatiafactory but more
difficult. Two 4-40 holes should be drilled and tapped after

soldering. The part(s) is then polished and plated.
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The compensator is then silver soldered to the cylinder,
repolished and plated. This part(s) will not be soldered to the
base section.

The gas inlet and exhaust pipes should also be silver soldered
before plating. Note that the amall pipes will be electrically

at a pass frequency far above our operating frequency. i.e.

beyond cut-off.
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ASSEMBLY OF CAVITY

When assembling the cavity a specific technique should be used.
Prepare the cavity by cleaning with acetone or alcohol. Then
carefully spray the open end (inaide) of the cylinder with
teflon spray: Use very little - too little is better than too
much. Now #ix a small amount of epoxy with graphite powder. Any
commercial epoxy will be satisfactory as this will be lossy.
Carefully put a small ring of this around the outer notch of the
base and 1install the cylinder part. This may then be removed
after the epoxy has cured.

Several different techniques may be wused to install the
superconductor materials. A very thin cylinder inside the
cylinder 1is preferred. Slight retuning (frequency change) will
occur but Q measurements are the required results.

w1£h the cavity in the system the phasing acrews are adjusted to
beat couple to the input and output irises. Different lengths
of cvylinder may be made. Plus or minus 0.1 inches in length may
be made without moding problems. The cavity, without
superconductor, should tune at approximately 14GH=z. If the
source has harmonic content it may be necessary to put a small
lossy card in the waveguide. This would be a piece of Mica
(.010) resistance card cut .31S by .200, installed vertically in
the waveguide, in front of the tuning acrew, approximately one

fourth of the diatance acroas the waveguide.

38-13




NOTES FOR SUPERCONDUCTOR TEST LINE

Designa for three different lines are given. These are: a 36
inch 1line with APC-7 connectors with which to make measurements
from D.C. to 12GHz, a 12 inch line with APC-7 connectors to make
measurements from 2GHz to 12GHz and a 10 inch line with SMA
connectors to make measurements from 2GHz to 20GHz. Assembly 1is

the same for each line.

To assemble the 1line for calibration first install the brass
center conductor in the fused quartz tube and place this in the
center of the outer conductor. Put the gas-flow director (#1l1
copper wire) over the outer conductor, install the gas manifold
over this assembly and assemble the connector on one end. Now

carefully set the modified connector in the opposite end make

sure the center pin 1is inside the quartz tube. This may be
verified with an ohmmeter. Now 1install the retaining ring
f€inger tight. After the installation is complete a length of

winter foam pipe 1insulation may be placed over the manifeld to
maintain cold temperatures if reduced temperatures are desired.
If cooling liquid is to be used connect the input and ocutput gas
lines. The end fittings are inter-changeable. The line is now
ready for test. Replacing the center conductor with a

superconductor will allow superconductor comparison.

38-14




APC-7 Connector Modification

Disassemble standard APC-7 bulkhead connector mounting, and
machine (lathe) the aquare base to .500 diameter. The center
pin is then cut to extend .050 paast the base of the flange and
the dielectric is flush with the flange. This will protect the
fused quartz from compression breakage.

A threaded ring 1ias now placed over the APC-7 mounting and the

APC-7 connector reassembled.
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OTHER LOSSES

As frequency goes up in the microwave range, copper or conductor
losses increase less than do dielectric and contact losses. In
fact, dielectric losses, in even the best insulators such as
fused quartz, saphire and silicon are several orders of
magnitude greater than copper or silver above 30 GHz. As a
result of this, new MMIC technology using super-conductors has
much better promise of success than thick film or hardwire
technology. Comparisons of these circuits can be made in the
amplifier test fixture. It is interesting to note that before
the GasFet MMIC, the best noise figures were greater than 4db.
at X-band. TI is presently delivering MMIC’s at X-band with

noise figures of 1ldb.

MOTES:

SUPER-CONDUCTOR TESTS.

Using a line capable of external biasing has produced some

rather unusual results.
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Looking at a transmiasion the impedance is 2:0==1‘.é§—

where the resultant Zo is & real number with no reactive
component. If we measure the impedance of a line terminated in
a 2° - ZL which is also a pure resiatance, the reflection

coefficient 1is =zero. If ?L;f Zo but is a pure resistance, then
the reflections coefficient has a reactive component at all
points, except those occurringE%L~distances from the ZL .

It appears that {f a controlled current is passed through the
super-conductor coaxial line the R component remaina at zero but
a reactive component increases. This appears to be an inductive
component which suggests that {t might be possible to tune
active circuits in super-conductors using very small currents.
Remembering that in a super-conductor R = 0 the necessary
circuit could be quite simple.

Further studies need to be made, using newer super-conductors to

verify thesase preliminary findings and to explore tuning

posaibilities.

38-17




BIBLIOGRAPHY

Far-Infrared Conductivity if High-Tc Superconductor YBazcu3O7
Bonn D.A., Greedan J.E. et al
Physical Review Letteras May 1987

Superconductivity
Eric Brus
Microwaves and RF July 1987

Superconductora Speed Picosecond Signal Analyzer
Jack Brown
Microwaves and RF April 1587

Superconductivity seen above the Boiling pont of Nitrogen
Physics Today April 1987

Transport and Structural Propertieas of the Ho
superconductor Lee Sung-l1k et al
Applied Physics Letters, American Institute of
Physics July 1987

Ba, Cu.O o
/ < S q-<

The Road to Superconducting Materials
Hulm, Kunzler and Matthlas
Phyaics Today January 1981

33-18




BIBLIOGRAPHY

High-temperature superconductivity: what’s here, what’s near
and what’s unclear. by Karen Hartley
Science Newa v132-Aug 15’87 plo6(3) 40L.0789

Superconductivity glimpaed near 300K.
(auperconductivity at room temperature) by Dietrick E. Thomsen.
Science News v132-July 4°87 p4(l) 40ES67

Predicting new solids and superconductors. by Marvin L.
Cohin. iL Science v234-)ct 31’86 p549(S)

High-powered discusaionaon high-temperature superconductivity.
by Karen Hartley. Science News v132-Dec 5’87 p359(1l)

The diacovery of a class of high-temperature superconductors.
by K. Alex Muller and J.Georg Bednorz iIL Science v237-Sept 4’87
pl133(7)

Not-so-superconductorsa. (includes article on the theory of
superconductivity) 1L Economist v303-June 13’87 p33(3)

Superconductor claim raised to 94K: a joint effort by re-
searchera at the University of Alabama in Huntaville and the
University of Housaton yielda the firast superconductor to operate
above liquid nitrogen temperature. by Arthur L. Robinson
Science v235-March 6’87 pll137(2)

Analog superconducting electronica. by Paul L. Richardsa
iL Phyaics Today v338-March’86 pS4(8)

38-19




BIBLIOGRAPHY

Carr, W. J., JR. AC Loss & Microscopic Theory of Superconductors.
170p. 1983. £$70.00 (ISBN 0-677-05700-8). Gordon & Breach
Science Publishera, Incoirpcrated.

Geilikman, B. T. & Kresin, V. Z2. Kinetic & Nonateady-State Effects
in Superconductors. l64p. 1974. Hardcover text edition.
$36.00. (ISBN 0-7065-1428-9, Keter Pub Jerusalem). Coronet
Books.

Horton, G. & Maradudin, A., editors. Dynamical Properties of
Solids, Vol.3: Metala, Superconductors, Magnetic Materials &
Liquids. 334p. 1980. $74.50. (ISBN 0-444-85314-6, North -
Holland). Elasevier Science Publiashing Company, Incorporated.

Huebener, R. P. Magnetic Flux Structures in Superconductors.
(Springer Series in Solid State Sciences: Vol.6). (Illus.).
05/1979. £38.50. (ISBN 0-387-09213-7). Springer-Verlag
New York, Incorporated.

Moon, F. C., editor. Mechanics of Superconducting Structures.
(AMD: No. 41). 137p. 1980. $24.00, (ISBN 0-686-69856-8,
G00174). American Society of Mechanical Engineers.

Van Duzen, T. & Turner, 0., editors. Principles of Superconductive

Devices & Circuits. 370p. 04/1981. $41.S50. (ISBN 0-444-
0411-4). Elsevier Science Publishing Company, Incorporated.

38-20




/10D

\\d\\. &..Ym Mv\\ \m.bw«.\% ..\—0..\,0\62
(A4172¥D ) 3474 ¥ O

(__\

mlm.ﬂm O

38-21




c0J. i

LLeO My 02

LU>\.~W 200" \ww.i.\,w. Lvn\ﬂ\ow ..%x\‘\ G\Q .m,
Ru\uxe\\vws,w\wic \\vmw \Uw\mu V\.ﬂ.\\%ﬁ\

\uv“‘m. Aoy QQQs Nr..\ \SQ\ \% m*o\\
YOLVSNISNO ) ALTAY ) ANy -1/

/

gsiney ¢u.\,~\\mu vun,\..zm. ..w\u.\%cN 2
ApsAv T ..\0.\.»0&6\\\ ‘/
..mm.\ﬁ\

097 | \
90971 - ™~ — ——i

/,
897

coe" ¥

67"
I

38-22




YIaNITAD ALTAY ) anvg-r)/

00

200 '+ = XXX’
c/o’ |~.. = XX ‘b
\o\QQ Wonrd!lus o2
LU\_\\.MI NQQ.

\Uv\.?&\h: \_MK\DQ .. %S\\U\m\ .Wv
v\b.\&.\\ wux.\w\m chu\xamd U\U.;‘.\..N. 2
.LG\WN w\wwLo\ax\ Y

SPFN

38-23




$FO0

,xzxm\:Qx:\a.\
WU% o0 wb\n\.\ ca!l’

N\.:«:xr\ ade soycy n.e..\ Ct-b 27

NOT L \U.\u\uma\\.\ Y54 \0?\

w
| NG
ovg " ——— —|— —— @ — ]
_

o8 — _ N mvNH/jl u\:.‘uﬂn\mwcm
084’ ®d ~ | G2/ 1Ha
— ) op1S IuwQ
S/dz -4
/¢ Jes #1140

././ ./
] M/ S m a% (N
X\ w

38-24




m.Q.b
ISV ALTAVY aNvg-nY
|
| _
4 = e |
1E€Q r\Q\
I D . L
1 + {
- I€€0 ;
eoet L L |
| |
f
J
|
e
LAVIE N AN
3RS

\QQ\Q.ﬂuxxx.

0'¥=xxX"'¢
\v\ew\le\’u.lt o002 t

| rys 2000
Uv\.sL\.m, L.Uﬂ\n\uw ..%:.\\VG\Q\ .m\
YU YT ITRE S920 ung wsyig p
.\\w,.:.\.\ wutlﬁ\m R Uuw.\kk.m.,.w
wonu g o114

nmU\A>\

38-25




COZ Corﬂ/oehsq/ov-
co3 C)//z'nc/er-

Moc/c Su/ﬂ/ﬁress‘a\—
CO05 Base
| CO04 Aduoter
S Phase Sevrew 4-10

c03 Flavoge
COl Gas i’./J Out-led

”,’Vl./'/

38-26




K00 ¥ISVIG M0IF )7

s/9(8)4

\\ZQ 1 #

ose’

§o4"——
005 *

Q\\v N‘

s/74 96-¢

dospi1i-a /

\uu&.\hU\B P V\G\Q

2O0C" ¥ oxXx°
.WW.MVJU Q\\..\m,s WQUU.\Q\ 0\&* U\hq\\.\
\,QQ,W :2;«..3.\:\§ \q;ux G\;\

dp 95z
09/ I1'*d

<

09( s (1A

oeot

SN

38-27




\hm\vm\ \bsc \.,o\vv M0 u\u.\x.q...\

\c mx.N..u.s ou\o._Q ,N\..\\s [y 1O
.\o“b UMOE x.\ \“\m\. n;uo\\ )w\.«\wU *\wﬂk
Dﬂ\vuxtou Coug v! M,t_.‘sq\m;..u\\ Lv\U\QW
bq\un&:c:u 0\62 *.,um:.N...mwxﬁ\
gz %W

Q.W%.\.M% 230 Q% D0

.

091
0Ll
Lw\u\omal &0&

e

!
|

oSk "
566 °

1ol YUS

S
@n

¥ S
.
RN
NS
b Y
oY
>~ N -
R
X TN
¥ IO
[
5 3%
g
NI
'
n

]
o T

8) o3 YHS

Q20°

.

&
S
[ A
i S
Ch
{1 e ¢ =
« Fil.‘ﬁ >
Yy
SH°8 setx9s-¢e w
< 0
~
o




w 2ulgy

R N

dmcsgl\\ \»Un\.\ow

.\\\m ws 7

«xw:o.\ W*mxv.\

22 is [[mepeyy

YOLOFTUI()

\SQVKI. m.,o\rnv

W:..BIN(M/

38-29




ISl SV

AR s

38-30




i .
— NQN\;..ﬂ = ¥XX .
Q\O..ﬂ = XY* ¢
L ‘ p ) e it awd erg Wt St .
ONTLLI) ¥OL2INNCD [ DT Y Apog op 22w fRoyiE Pt Ve
| .
-

Lun\.\,m,n u\v\o..\\ \c.;u\g\\.\ ¥
e, s apop
SEZEA SN

N O @ ®
QN\ m /bm \m e _—
psr—| 13 R —
u,/ | _" Cer “ i _ O0p ——rme i M&

4 5
@ : S fget B ’

E m«.. :m _ L ! _ \\.wst\L‘NW..N\
GO/ T T

<

Fo7L El—
| AR N

- F
gt

c~

SLZ
poe? by ,Uﬁl .MN
! A Wi 74 N.

e J OSki—




[ e ———

AZAIS Y 2

120) '8 g
b929-5sLe) |22 4SS 4
LR A YRR A" Al Y

oNILLTs MLz ve ] [ L/0

¥

ose

e
.
B

w

ool’
%

i1

posogs et

NQ%. 7= \vxx.\
gro°F = XX
. ”w0x0\<
) mw NN.\.\ -
Av g dvve ) \(\:\
YHS |21

OLE"

_
178

Q80— 111

@ ¥ ]

]
050" °f J:G:\.\,

uid v\.\x.\cw 5
) y
or— b2
.\\| TS
h
NP
rorp 005" -
AR I

38-32




1III-l-III-I-I-IIII--IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIlIIIlllIIlIllllllllllllllllllllll\\

A.Q.N
@
s

a\\%ﬁxv .N

0c1°0ls41°0| 009¢ [Fromd 4 O
98z'0| ¢€0|009¢| ssegl g
—— | S2/°0]|04°SE | SsbAg 4
. . . . Q. 240 wo
7 T GO | ¥36«sT | Jeraaton 17 2007 XXX
4-0dY-3NIT] L83 TJQ0G Lot %
o'y - X
wnv‘ocu :tumw

38-33




R90°01060Q°0| 0 0 0 0/ 240N o PIoH SHf
cHl 0O 9/°'0 o 00 0/ §sv4g cho,v..m:Q
—[2900|0C0Lb ssoag .\sef\v.:mw

Q@ Tq 0| yréusq| jviaspopy| wo3T 2007 XXX
/0%  xx
ZNI7 153/ YOS 2o

,w.vw oui .F\.\Q

\ IA. e e e e . et e - [ S VLol N — -
. e . P e
J— ——— - . Vi

38-34




00S 0| o8O ¢e-oloooel| 0l Q1 FL-2dY
—,E'0| T¢0| —¢s 00000/ 576 SOl VWS
. ) . . . I,
0050l 0840 se 00009} 058 0/ {'4-2aV 0e T yaxe
- 7 d ) g v 1075 xx
770NN 2
SsbAg N@\

O

%
/I._..w

38-35




TyIYoL2I4 A ToWNZSSY

JAvAVAV Y

38-3¢6




38-37

2@ E NAAT
[ @ t= 247 7}
1 yerd P17y
Lma\«\«\b coo: ..\\.\ ¥/ D
£1k9-05k2| 2295 My Y US 08-0 54y Fre despeg e
3 (2] AP 1 [e) En_.....t...\\‘. C.\Ls p\.\\\ ¢
\\»a% .wvv\ u.\.\a\:sv\ \,\Qm - / \..?q\a\ﬂ.\
N & Qoo
L
o' |
g0s0' " | IFT v e I/lmw.
QQho L] 11 _ i
L SId R 1:40 02 #
W5 9,6-2 Spez %9
way/ :._LQ// m.\.«..\.\ \:..Nk :.\\.Q
N x;.k: AN |
A - 8 \\-. Iru.u_..a. B
“. llllll _.@ _-.«ln. YA }l(yv. m/lllL..LrLlJ. QmN.
! : _ 00s — | yo| D
“ ! “ sge || B
_ ! : 1120 b # o [ oo
) ” " SLNK \\.?—Q/[ © \v\_\r,NK :..LQ
. e
: ” | oz9r— 029/
||||||| . ._p.nl .J T Qmm\
Lot | 7 Wi .
o080 " ocl'c
S&“N\\..\»Q /
@,/ KN =~ ~
8S 888
S 1\
: ®




2 |gLs¢czt|weypog
Z |szacei| o4 A A A
— 5 1 y2ur fog! Lr:_.m
2did | brig | T ayiafs 200D 12p0)g
QNQU\N\.\\}\ mxtqQQ,Q Qm&kkultv\ yove NQQ.ﬂ = XXX
,\;.‘w sQ ﬂ. R aS
F— 08— CEP 0N
NHVQV.H.AN.LN N
$52'=00 © I O]
050" oo L
‘LTM*I 4
Oll_sse= sigb ™
A 052" ld
E..I T = .i;l./.u @ - /L_r-lxx A.\/\.
I, PRGN 4)) | 9l s WO e
_ H
| . s e . "
! " 1140 It & _ L
“ | \\?: g ” | “
L« —0297 o
osr— | 9 A
%N.\.N T ]9 - = = = f ™
1 | ’
~ >
. NN Q «w
"3 SR8 S
SRR

38-38




e [ osan| %5
EIET TS
rlmN do%‘ ’ 71 k\a\x....:\N

v Ummn O ,\:m. Poil
A AR

i
L

& N § o




speg@ 00 Yx 952 22 %N

-~

:..\.\n\.&\.\ La\d«&»xoo)u.\zm/ .\.\(\qer\

\\ukm\x% / ,Etw&v\




Final Report S-760-TMG-003:

A Form and Function Knowledge Representation
for Reasoning about Classes and Instances of Objects
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Department of Computer Science and Engineering
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The period covered by this contract (S-760-TMG-003) approximately corresponds
to the first stage of the three-stage project outlined in the proposal. The first stage
of the project is primarily concerned with the development of a scheme for the rep-
resentation of the geometric form of objects whose components may have non-rigid
connections. Such a representation scheme has been developed and we are in the pro-
cess of implementing an object editor module based on this representation scheme.
The details of this representation scheme appear in a paper entitled “Representation
of 3-D objects using non-rigid connection of components”, presented at the SPIE 1988
Conference on Digital and Optical Shape Representation and Pattern Recognition.
A short version of this paper was also presented at the 1988 Florida AI Research
Symposium. A copy of each of these papers is attached to this report.

The other major effort during this contract period has heen aimed at developing
an appropriate means for blending information about function and form into a unified
representation. This has proved to be substantially more difficult than developing a
geometric representation which allows for non-rigid connection of components. We
have worked out several possible unified representations. but have rejected them as
being too cumbersome for use in reasoning about objects. The first alternative con-
sidered was to attach a procedural definition of a functional property of an object to
a component of a generalized geometric model. This proved unworkable due to the
great variability of geometric components which might provide the same functional
property. The next alternative considered was to have separate procedural definitions
of functional properties and geometric definitions of physical components and estab-
lish a graph structure relating the two. This proved unworkable due to the complexity
of the processing needed to recognize an instance of an object. We are currently n-
vestigating a new alternative which would have functional properties as its prima:yv
(higher-level) elements and would expand a hierarchical structure into lower-level g
ometric descriptions of components as a particular object was interpreted. Once w:
have a detailed description of a workable unified representation for both form ana
function, we plan to apply (perhaps to AFOSR) for support to continue the project.
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Representation of 3-D objects using non-rigid connection of components
Louise Stark and Kevin W. Bowyer

Department of Computer Science and Engineering
University of South Florida
Tampa, FL 33620

ABSTRACT

Few three-dimensional object representation systems allow non-rigid connections between components of the object.
We define a representation scheme that permits parameterized non-rigid connections, allowing one definition to specify a
range of permissible configurations of an aggregate object. This representation can be used to generate 3-D instantiations
of particular configurations, and 2-D projected images of particular 3-D instantiations. General issues involved in
constructing such an object representation are outlined. The syntax of component description and connection types for our
specific system is reviewed, along with the semantics of the allowable ranges of movement associated with each
connection type. The actual representation system modules are also described.

L INTRODUCTION

Descriptive representation of the physical form of 3-D solid objects is used in applications such as object
recognition, CAD/CAM and graphics. Many different modeling techniques can be utilized to represent the object as a
whole or to represent components (subparts) of the rigid object. Systems which allow objects to be defined as a connected
structure of components must have a scheme to unambiguously specify the joining of components to form an aggregate
object, Currently, most such systems allow only rigid connection between rigid components. We are investigating the
use of non-rigid connections between rigid components. We plan to eventually explore representations for flexible
components (e.g., cable) as well.

We envision an interesting and versatile representation of physical form to be one which allows:

(1) definition of an "object” as a composition of multiple components, where

(2) one component may be attached to another component by any of several types of
"connection” (each connection type defines a different type of possible relative movement
between the components).

By allowing parameterized non-rigid connections, the system can represent an object which can take on any of a
range of allowable configurations. Major issues that must be considered with this type of representation include: 1) the
syntax of component and connection type definitions; 2) the semantics of the allowable ranges of movement associated
with given types of connection; and 3) how to interpret the aggregate object shape under different configurations.

System design trade-offs must be made concerning such issues as ease of implementation, ease of use, degree of
realism in representing components and connections, and breadth of class of objects representable. Interrelationships
between these issues cannot be ignored. The system described here models components as three-dimensional planar face
solids. This representation is easy to implement and rclatively easy to use. The trade-off is that it is not as realistic as
might be. However, we feel this representation is adequate to model object prototypes for experiments on class
representation.

Background information is presented in Section 2 in the form of related literature, System design issues and
trade-offs are presented in Section 3. The breakdown of the actual representation system into individual working modules,

This work was supported by the AFOSR/UES Research Initiation Program under grant #S-760-00MG-003.
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along with the description of conncction types and how they are defined is covered in Section 4. Example objects (in this
case, chairs) are depicted along with their dirccted graph structure and attributes. A summary and recommendations for
further rescarch concludes the paper in Section 5.

4 RELATED WORK

Current literature on solid modeling deals mainly with rigid solid objccts. Good surveys of the litcrature in this
arca can be found in [Besl85] and [Requ80, Requ82). Modeling of parameterized objects has been addressed by only a few
researchers. The systems reviewed in this section have incorporated the idea of objects whose components may have a
range of allowablc orientations.

One notable representation scheme which allows flexible connections betwecn components is described by Nevatia
and Binford [Neva77]). Their representation allows objects to be defined as a combination of simpler subparts. The
subparts arc modeled as generalized cylinders, and are connccted at "joints". The object is described by "conncctivity
rclations, descriptions of the individual parts and joints, and global properties of the object” [Neva77]. Two or more
subparts, stored as an ordered list, can connect at a joint. The angular and size relationships of the subparts listed decide
the joint type. Some parts are allowed to be articulated, depending upon the type of joint defined. It is pointed out that,
for the system described, "articulations of parts of an object are assumed to be completely unrestricted™ and that without
specified articulation limits, reliable discrimination between similar objects is difficult [Neva77].

Brooks and Binford describe a representation, used in ACRONYM, which allows modeling of specific instances,
subclasses, and classes of objects [Bro81a, Bro81b). The cxamples in [Bro81a] are oricnied toward industrial parts, while
the examples in [Bro81b] arc oriented toward wide-bodied passcnger jet aircraft. Their representation allows for variations
in size and structure between specific instances within the class. Classes of objects are represented by a range of allowable
variations. To model a specific rigid object they completely specify the constraints, essentially narrowing the range to a
single value. Therefore, they do "not necd to distinguish betwecn specialization of the general model 10 a subclass, or an
individual" [Bro81a]. While component connections may occur at different places for different object subclasscs or
instances, all connections are assumed to be rigid. Flexible connections between components are not discusscd.

Brooks [Bro81c] further describes the interal representation of the volume clements of the gecometric objects in
ACRONYM, which uses a frame based system. The components of objects, represented as generalized cones, arc entered
by the user in a hierarchical order. An affixment trce of these components is generated that describes the object from
coarse to fine levels of detail. Brooks notes that affixment does not denote attachment and that in some cases this could
cause problems. The gcometric models can be represented with variations in size, structure and spatial relations. Sets of
constraints on these variations represent classes of objects; added constraints produce subclasses or instanccs.

Grimson deals with "familics of objects that are characterized by scts of free parameters” [Grim87]. Families of
paramcterized objects can change by a scale factor, have rotating subparts, or subparts that stretch. Object models are
represented by sets of planar faces. The set of faces for a model is not restricied to be connccted or complcte. One class of
objects demonstrated (scissors) allows a limited number of moving parts with a singlc degree of freedom. The point of
rotation is placed at the origin of the model coordinate system. This means that a modcl can have only one join of
components, and that this join aiiows rotational movement. Stretching deformation was allowed for a family of hammers
whose handles can stretch along the axis of the handle. The stretching axis is aligned with the x-axis in model
coordinates. The idea of multiple types of connection for a single object is not addressed. Model cdges are matched to
sensory data edges, solving for transformation angle, scale factor and translation vector. All gecometric constraints
developed for the scarch process arc for 2-D data.

Badler and O'Rourke modeled objects that are representations of quasi-rigid scgments connected at articulable
point-like joints [Badl79]). The human body is modeled using "a representation for the object segments and joints, the
surface and coordinate system of each segment, and well-defined mathematical relations between adjacent segment
coordinate systems during movement” [Badl79]. Overlapping sphcres are used to model the "skin” of the scgments. The
skeletal frame of the human body lends itself to a tree structure where nodes depict the point-like joints. Each branch of
the trce can be associated to the rigid bones known as segments. A mathematical relation is set up between adjacent




segment coordinate systems. A "standard position” is established relative to the ground. Possible limitations of twist arc
stored in a record definition for each segment. Default orientations, which are associated with the natural positioning of
the limbs, are established through a standard orientation function for each limb. In this way, physical limitations of
joints can guide a change in direction of twist during movement. An override of standard orientation requires further
adjustment. An instantiation of the body is established "with respect to the environment through a chain of special
instances of joints and segments” [Badl79].

Goldberg and Lowe [Gold87] base the representation used in SCERPO on an affixment tree structure introduced by
Brooks in ACRONYM (Bro81c]. All parts of a model are related to a camera coordinate system through a "sequence of
constant and variable rotations and translations” (Gold87]. Components are represented by edge descriptors. Goldberg
states that the parameterized connections deal with translation, rotation about major axes, scaling and stretching. An
example depicted shows a stapler that is allowed rotational movement of two components about the same axis relative to a
third. A translational movement of one component relative to another is also allowed.

Ponce et al. [Ponc87] describe the geometric modeler of the Successor (to ACRONYM) vision system which uses
a straight homogeneous generalized cylinder representation of components. Composite objects are formed using set
operations. An object’s volumetric structure is maintained in a binary tree structure called an assembly tree. Subobjects’
relative positions are represented by an affixment graph whose arcs represent geometric transformations between
primitives. Affixments are specified "by spatial relationships between planar faces of primitives” [Ponc87]. Affixment
parameters can be assigned symbolic values (variables and s-expressions). An extension to the system is planned to allow
generic modeling.

The use of parts or components to model objects has been used by many researchers to aid in the explanation of
human perception. Recognition-by-components (RBC) is a theory proposed by Biederman in which objects are recognized
by breaking them into a set of simple geometric components ("geons”) [Bied87]. Thirty six qualitatively different
generalized cylinder primitives comprise a set of geons which is proposed to be the set of primitive elements used 10
represent objects. Maintaining relations between geons in the representation of an object is very important. Two
solutions of how to represent non-rigid objects are discussed. One solution suggests modeling or setting up structural
descriptions for each arrangement of an object’s geons of sizable difference. A second solution suggests specifying a range
of possible relational values between components.

One of Pentland's representational goals is "to describe scene structure at a scale that is more like our naive
perceptual notion of a 'part’ " [Pent86]. Pentland discusses modeling natural forms and artifacts. The representation is
based on superquadrics and fractals, which allows simple composition of components. The modeling primitives are
associated to the "parts” of the form or artifact. Pentland believes that a more general vision system would follow the
paradigm of a model base consisting of "parts that make up the specific object, rather than a model of the entire object,
and the goal is to identify those component parts” [Pent86]. Primitives are joined by Boolean operators. By using a 3-D
modeling system called "SuperSketch" users can create models of scenes of natural form. Pentland's work is directed
toward understanding representation of natural form and human perception. Further research points include expanding the
set of process-oriented modeling primitives to include such things as branching structures and particle systcms.

3. CHOICE OF REPRESENTATION SCHEME

There are many important issues to be considered when designing a representation scheme, and trade-offs to be
made with each design decision. Priorities conceming the type of information needed in the representation scheme must
be established early, to guide the design process from top to bottom. One early design decision for our system is to have
the ability to represent objects as a composition of components joined by non-rigid connections. This ability is desired
for later experiments in class representation and learning. Incorporating this ability raises three major issues: 1) the
representation scheme for primitive components; 2) the types of connection to be represented; and 3) how to interpret
individual instances of class definition. Each of these three issues can be broken down into three topic areas: a) degree of
realism; b) syntax of specification; and c) validity checking.
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31 R ion of primitiv

A varicty of well-known schemes are availablc for representing individual rigid componcents. Boundary surface
descriptions have becn around for some time and are still widely used. Generalized cylinders have become increasingly
popular {Bro81a, Bro81b, Bro81c, Neva77, Ponc87]. Supcrquadrics have recently been proposed as another very general
and flexible representation [Pent86). Our choice of boundary surface description for primitive component definition should
allow recognizable instances of most major subclasses in the class of objects choscn for study. The degree of realism
should be adcquate since our intended use of the system docs not require exact fidelity to real-world instances of the
objects. Our main intcrest is in modeling objects whosec componcnts may have a range of motion rclative to a
parameterized joint. We may later switch (o the use of generalized cylinders to represent primitive components. The
non-rigid parametcrized connection type definitions should be able to remain unchanged when upgrading the representation
systcm to allow non-planar component description.

An antifact is initially broken down into its components. Thesc components can be identificd through a natural
breakdown of the artifact or can be a group of subcomponents whose relative relationship cannot change. Componcnts
can be entered individually in any orientation in the world coordinate system. It might be desired to input component
descriptions into the system with the component center of mass aligned with the origin of the coordinate system, or it
might be desired to enter componcnts as they would be positioned in an instance of the object. The only stipulation is
that all components must be cntercd relative to the same coordinate system. Further details of how componcats are defined
and entered into the system are discussed in Section 4. Validity of a single component is decided by ensuring the
component defined is a closed solid, with no dangling edges or planes [Requ80].

3.2. Types of connections 10 be represented

Bcfore deciding what types of connection should be allowed in the systcm, it is useful to first consider the space of
theoretically possible connection types. Connections can be divided into four categories, according to the rclative
movement allowed between components: 1) no relative movement; 2) rotational movement only; 3) translational
movement only; and 4) a combination of translational and rotational movement. The first catcgory, of course, would be
a rigid connection betwcen two components.  Categories two and three have a small number of primitive possibilitics,
which can be combined to form the final category.

A connection allowing rotational movement can be characterized by the number of degrees of freedom allowed.
Establishing one axis of rotation between components gives onc degree of frecedom. With only one degree of frecdom the
two components can be thought of as joincd at an ideal hinge. Two axes of rotation allow two degrees of frecdom and
three establish threc degrees of freedom. When two or three axes are established the joint between components can be
thought of as a swivcl joint or a ball joint, respectively. We require all axes of rotation for a single joint to be orthogonal
and to intersect at a point. Definition of axcs, establishing dircction of rotation and determining order of rotation for the
connection types choscn for this case study are discussed in Section 4,

The theorctically possible translational movements can be described in terms of: 1) the minimum required joint
interscction between the two componcats, and 2) the space along which the minimum required joint intersection is
allowed to vary. Imagine four diffcrent types of idealized joint intersections between two components (A and B): point,
line scgment, surface patch and volume. Table 1 describes the possible translational combinations of component A's
joint intersection to componcnt B. Due to the fact that the columns of Table 1 define a minimum joint intcrsection of
component A to component B, the upper right area of the matrix is undefined. Component A's joint interscction can
only vary along an arca of its size or larger. It should be obvious that column one of Table 1 can be uscd to model any
other joint intersection in the table by restricting the row parameters accordingly.

A point interscction, varying along a point in component B can be considered a rigid connection. A point
intcrsection that can vary along a linc scgment could be defined to allow component A 10 slide along a slot in component
B. This describes a onc-degree-of-translation motion. To define two and three-degrees-of -translation motion, the point
conncction would be allowed to vary along a surface patch on or in component B or a volume contained within
componcnt B, respectively.
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Table 1 Translational combinations of components. Degrees of
freedom (D-o0-F) specified for each join.

MINIMUM JOINT
ECTION LINE SURFACE
POINT SEGMENT| PATCH | VYOLUME
VARYING
ALONG

POINT (m% W://////j/// /
SEETE/[ENT 15&1‘1‘.*% ‘Dv?l‘?’: ///////éf/////n

valid valid valid valid
VOLUME 3D-o-F 3D-o-F 3D-o-F 3 D-o-F

A line segment defined in component A can vary along a line segment, surface patch or volume within component
B. This type of definition can more realistically model the concept of a slotted joint between components. A surface
patch joint intersection allowed to vary along a surface patch can be used to model such things as a car on a road. A
volume varying along a volume could be used to model such a thing as a fish in a fish tank. A fish can be modeled as a
volume that can be positioned anywhere within the volume of the tank. Even though the fish is not physically attached
to the water in the tank, the object in this scene could be thought of as an aquarium, witere the tank and the fish are
components of the aquarium and will not become disjoint (at least the fish hopes so).

To this point, we have described different primitive rotational and translational connections and possible ways of
modeling them. Combinations of these allowed movements can easily be modeled by adhering to a predefined syntax
which designates the order of movement. We now need to investigate what set, of all possible compositions of
connection types, would be viable for the class of objects to be modeled here.

We are deriving possible connection types by first defining a set of fundamental connection types. These
connection types will consist of a rigid connection type along with all possible connection types allowing one degree of
freedom. This set would allow either a translational displacement between two components (vary along a line) or a
rotational movement (single axis). Figure 1(a) helps to illustrate the different connection types and how they associate the
components of the model. The chair depicted is a simple example that can be described as a barber chair. The chair can be
raised in a telescoping manner. The rotary motion is about the axis which goes through the pedestal and base. The arms
of the chair are rigidly attached to the seat. The back is allowed to recline, hinged to the seat of the chair. Connection
types defined for this excmple chair include RIGID, SLIDE (telescoping action of pedestal), HINGED, and ROTARY.
The RIGID type connection gives zero degrees of freedom between the components specified. SLIDE, HINGED, and
ROTARY type connections permit one degree of freedom each.

This set of connection types is used to establish the primitive or fundamental types of connections necessary to
define other complex connection types. A complex connection type is one which uses the composite of one or more
connection types at the same joint. One connection that is suitable for this ciass of objects is SWIVEL, which allows
two degrees of freedom. This connection type can be defined as a combination of the fundamental connection types
HINGE and ROTARY. Complex connection types will have an explicit order of movement of the fundamentat
connection types used.

Parameters for each connection type are specific to information necessary for the connection. Initial input of an
object can be thought of as an instance of an object model in its "home" position along with constraints on the variable
parameters. The home position is defined as a zero displacement in any of the allowable degraes of freedom of any of the
components. By entering the initial object model in the home position, ranges of motion can be specified by a single
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Figure 1 - (a) chair with labclled components and possible motion depicted
(b) directed graph structure of chair components with connection types

positive value rather than a range of negative 1o positive values. In this way motion is allowed from zero to some
positive maximum displacement in distance or angular rotation.

Guarantceing object validity starts by cnsuring all components of the object are valid. The rcpresentation system
"builds" objects by joining components in different manners. Validity of a connection between components is more of a
conceptual question that needs to be answered. Obviously, two connected components cannot ever become totally disjoint
and still be considered as having a valid connection. For two componcents to maintain a valid join therc needs to be a
minimum common conncction. What we want is to allow a wide range for the degree of realism, and not force the user to
represent objects at a lower level of detail than what they feel is necessary. Connection at a single point would not be
uscd to represent objects realistically, but it is lcft as an option for the uscr to represent a rather non-realistic high level
description of an object.

n j indivi i | iti

An example of individual components of a chair, as it might naturally be broken down, is depicted in Figure 1(b).
With connections depicted as arcs of a graph, parameterized connections are restricted such that the resulting graph must be
acyclic (i.e. a tree). For example, the arms of the chair cannot be rigidly attached to the seat and the back at the same
time. This cannot happen because of the allowable movement of the back relative to the scat. If the back of the chair was
rigidly attached to the scat then these two components (seat and back) could be combined as a single component and then
the arms could be joined to it.

The decision to restrict connections such that the graph structure formed is a connected graph with no cycles
results in two main advantages. First the components of an object which allow movement cannot be joined in a manner
that could result in an invalid configuration after movement. This type of error is depicted in the graph structure in Figure
2. Imagine component A is rigidly attached to component B and component C, yet component B is allowed to rotate
relative to component C. It should be obvious that this is an unstable situation. Secondly, the tree structure can be uscd
to connect components and propagate movement of the component parts. However, relative movement can affect more
than one component. For example, consider the parameterized connection type labelled ROTARY between the pedestal
and the scat of the chair depicted in Figure 1(a). When the scat rotates about the pedestal that same rotation must be
applied to the arms and back of the chair. The same effect can be seen when the chair is raised (SLIDE type connection).

8
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Figure 2 - Example of potentially unstable connection of components.

One of the major reasons for modeling 3-D objects is to be able to project 2-D images of 1the object in any
orientation. Specifying an orientation is much the same as specifying a connection type ENVIRONMENT where onc
component is the coordinate system of the environment and the other component is the abject. One component of the
aggregate object must be chosen to set up the relationship of the object to its environment. We will refer to this
component as BASE. This does not mean that the component chosen as BASE must be the one that rests on the ground
as the actual base of the object. If the object rests on a single base, it might be easier to associate the orientation of the
rest of the object to the base, but not necessary. One instance where this would not be the case would be found with the
chair classified as a straight back chair which would be supported by four legs (Figure 3). It might be easicr to assign the
BASE attribute to the seau of the chair instead of one leg of the chair.

Once orientation of the object is set, all movement of parts is made about the BASE. For the chair example
(Figure 1) the most logical selection of a base is the actual base of the chair. Once positioned, the basc will not be
affected by any parameterized connection type. The tree structure will be constructed with the BASE component as the root
node. Arcs in the tree will have attributes of the connection type and any parameters necessary to specify the connection
type. Propagation of movement progresses from the joint of connection through the entire subtree which has the
connection component as its root in the connection graph. As the object is positioned, one component at a time, validity
checks ensure that components that are not joined do not “collide” or interfere with one another. An instance of an object
can then be displayed so that the user can visually validate the object's configuration. The degree of realism obtained for
instantiations will be dependent on the degree of realism chosen when defining components and their connection types.

4, OBJECT REPRESENTATION SYSTEM

The component modeling technique is a planar face boundary representation; components are described by planar
faces defined by their boundary edges and vertices. The system is broken down into three cooperating modules; the Object
Editor Module, Object Instantiation Module, and Object Viewing Module.

4.1, Object Editor Modul

The purpose of the Object Editor Module is to allow the user to enter the boundary surface description of the
components of objects along with the connection type definitions that define the aggregate object.

4,11, Primitive component definition  Objects are input 1o the system as a description of their components. Each
component is defined by entering a list of faces, and each face is defined by a list of vertices in counterclockwise order.
Face records are stored along with an array of vertices. As an individual component is input, described by its boundary
surface description, component validity is checked. To be valid, the component must completely enclose a volume and
not have any dangling lines or planes. The validity check of a component consists of the standard topological and
geometric checks [Requ80). As each face is entered, its vertices are checked for planarity. Verification that edges do not
cross (two edges of a face meet at a vertex or not at all) is then completed. Once all faces have been input other checks
can be accomplished. These checks include verification that each edge belongs to exactly two faces of the object and faces
of an object intersect at an edge or not at all.
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4,1,2. Connection type definitions The previously enumerated connection types emulate the major forms of component
intcrconnections that actually occur in chairs, the class of objects chosen for this case study. Decfinition of the various
conncction types will require names of componcnts and points to designate the oricntation and location of the conncction
between the two components. These points will be known as joint defining points.The syntax of all conncction type
definitions requires cight essential parameters. Additional parameters will be required for non-rigid conncction types. A
template for conncction type definitions can be written as:

Connection-Type-Name( ComponentA, ComponentB, P-1-A, P-1-B, P-2-A, P-2-B,
P-3-A, P-3-B, (Optional Parameters) ).

The first two parameters designate the components being joined. Points P-x-A arc joint defining points for ComponcntA
and points P-x-B for ComponcntB. The three points of cach component specify the coinciding joint defining planes f{or
the two components. The first point on the first componcnt will be made coincident with the first point of the sccond
componcnt, ctc.. This gives an unambiguous alignment of the join.

Joint defining points for cach componcnt are added to the vertex list. All points that are uscd in conncction type
definitions of the object must be entered. In this way, if the component undergoes any transformations, its joint defining
points will be transformed with it. These points are uscd in different manncrs, according to the conncction type as
described.

41,3, Specific connection {ypecs The most common fundamental conncction type used will be RIGID. A RIGID
connection indicates a fixed attachment allowing no relative movement between components. It should be obvious that
the RIGID connection type would be redundant in the definition of any complex conncction type. All complex connection
types will therefore be a combination of fundamental connection types that permit one degree of frecdom.  To specify a
RIGID conncction requires only the eight cssential parameters. A RIGID conncction can be writlen as:

RIGID ( ComponentA, ComponentB, P-1-A, P-1-B, P-2-A, P-2-B, P-3-A, P-3-B).

An example of use of RIGID connection can be scen for the chair classified as straight back shown in Figure 3, in
which all connections are f type RIGID. The components are dcfined as depicted in Figure 3(b). As can be scen,
instances of componcnts can be used in more than one orientation within the same object. The joint defining points can
change for cach instance definition. By using a componcnt library, commonly uscd componcnt shapes can be defined,
diffcring only by a scale factor.

RIGID I I RIGID
BACK
LEG! LEG4
RIGID RIGID
| LEG2 LEG3
7 " AR BACK
@ ®) ©

Figure 3 (a) Straight Back Chair (b) componcnts of straight back chair (c) dirccted graph structure with connection typces
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Most representational systems allow only the RIGID type connection when defining objects by their components.
This means that each instance of a swivel chair must be reinstantiated in the model base in the new orientation. It would
be physically impossible to represent instances of all possible orientations of a chair that would be allowed to swive)
about a base 360°. To allow such types of range of movement we have defined the following connection types:
HINGED, ROTARY, SLIDE (telescoping action), and SWIVEL. These parameterized connections allow movement
along or about an axis defined by the joint defining points.

bt 4

To allow for a chair that can recline, the HINGED connection is defined as follows:
HINGED (ComponentA, ComponentB, P-1-A, P-1-B, P.2-A, P-2-B, P-3-A, P-3-B, Degrees ).

A HINGED connection is specified by nine parameters, The first eight parameters are the essential parameters required for
all connection definitions. The HINGED connection type differs from the RIGID type by allowing angular movement
about the joint defining line formed by P-1-B and P-2-B. Connection of P-1-B to P-2-B sets up an axis of rotation for the
HINGED connection. P-1-B is defined as the tail of the line directed toward P-2-B. By using the right hand rule with the
implied direction of the line a positive rotational direction can be assigned. Parameter nine constrains the angular "hinge”
movement allowed from the original home position. This parameter is assigned the value Degrees (0° < Degrees < 360°)
when defining an object. This means that an instance of the object can be produced in an orientation where the angular
displacement of O to Degrees can be instantiated between the two components. It will always be considered that
ComponentB moves relative to ComponentA,

Another type of connection between components is ROTARY, defined as follows:
ROTARY (ComponentA, ComponentB, P-1-A, P-1-B, P-2-A, P-2-B, P-3.A, P-3-B, P-4-A, Dcgrees ).

ROTARY requires ten parameters. As before, the first eight parameters correspond to the eight essential parameters. The
second and third pair of parameters (parameters 3-6) define directed lines in the same manner as used in HINGED.
Rotational movement is allowed, centered about P-1-A and P-1-B. Direction of angular rotation is defined by paramcters
P-1-A and P-4-A. Parameter nine, P-4-A, is a joint defining point found on a perpendicular to the joint defining plane
containing P-1-A. A direction vector is defined with P-1-A as the tail and P-4-A the head. The vector (P-1-A P-4-A) sets
up an axis of rotation. Again, the right hand rule can be utilized to establish a positive rotational direction. Parameter ten
constrains the angular ROTARY movement, and is assigned the value Degrees (0° < Degrees < 360°) when defining the
object. Instantiation of the object is accomplished by choosing an angular displacement of 0 to Degrees. ComponentB
will be displaced Degrees relative to ComponentA.

A SLIDE connection between components allows a translational displacement along an axis set up by the joint
defining points rather than a rotational displacement. SLIDE connection is defined as follows:

SLIDE( ComponentA, ComponentB, P-1-A, P-1-B, P-2-A, P-2-B, P-3-A, P-3-B, Distance ).

The component names, coincident points and hence the joint defining planes are identified by the first eight essential
parameters. Translational movement of the second component is allowed from the zero, or home, position to Distance
displacement. This movement is allowed in the direction of the line defined in the first component (ComponentA) by the
first pair of points associated to the first component (P-1-A to P-2-A sets up a direction vector). The only limitation on
the Distance parameter is that the iwo compaonents joined by the SLIDE connection type cannot be displaced to the point
of making the components disjoint.

A SWIVEL connection is a complex connection type formed by a combination of the ROTARY and HINGED
connection:

SWIVEL (ComponentA, ComponentB, P-1-A, P-1-B, P-2-A, P-2-B, P-3-A, P-3-B, P4-A, Degreesl, Degrees2 ).
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The first ten of the eleven parameters of the SWIVEL connection are dircctly related to the ien parameters of the ROTARY
definition. The eleventh parameter is directly related to the ninth parameter of the HINGED connection rclation. The
order of angular displacement will be the rotational movement followed by the angular hinge movement. The rotary
motion of the SWIVEL type connection keeps the first joint defining point of each component coincident and rotates the
sccond component in a positive angular direction. Positive rotational direction and axis of rotation arc sct up by the
directed vector P-1-A to P-4-A. It should be noted that we specify the axis of rotation for the hinged movement to be
about the line contained in the second component (P-1-B,P-2-B). Therefore the axis of rotation of the hinged movement is
rotated about the axis of rotation for the rotary motion. An example of this type of connection can be depicted by a
simple office chair which can rotate about a base and recline.

4.2 Obicetl iation Modul

The Object Instantiation Module will be uscd to create a representation of a specific configuration of a specific
object. The instantiation module takes, as input, an object definition, a specific sct of values for its conncction
paramcters (if any), and orientation parameters, and creates, as its output, a file representing the surfaces of the object as it
appears in the specific indicated configuration (Figure 4). This 3-D data can then be used as test data for later experiments
dcaling with recognition or class representation and learning,

Figure 4 - Instantiations of (a) the straight back chair model and
(b) the barber chair model.

423, Obicct Viewing Modul

An Object Viewing Module is created to go with the instantiation module. The purpose of the viewing module is
1o input a particular object instantiation file and create projccted views of the object as it would be seen from a
representative set of viewpoints. This module is useful for checking out object instantiations to be sure that they
represent the desired object and configuration. It could also be useful as test data for experiments in reconstructing 3-D
shape from 2-D views.

3. _SUMMARY AND FURTHER RESEARCH

The represcntation system described here is being impiemented on a SUN workstation. Object instantiations
crcated by the system will be used to create plausible test data that would constitute knowledge of physical form for the
next stage of this project. Our future research plan, after completion of this representation system, is to combine the
description of physical form with the knowledge of function to gencralize a description of a class of objects. We fecl this
information can be used both 10 recognize the objects and also to learn new instances of objects in the class.
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A 3-D REPRESENTATION SCHEME FOR SOLID OBJECTS WITH
MO VEABLE COMPONENTS

Louise Stark and Kevin W. Bowyer
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ABSTRACT

Few three-dimensional object representation systems
allow non-rigid connections between components of the
object. We define a representation scheme that permits
parameterized non-rigid connections, allowing one definition
1o specify a range of permissible configurations of an
aggregate object. This representation can be used to generate
3-D instantiations of particular configurations, and 2-D
projected images of particular 3-D instantiations. The syntax
of component description and connection types for our
specific system is reviewed, along with the semantics of the
allowable ranges of movement associated with each
connection type. The actual representation system modules
are also described.

LINTRODUCTION

Descriptive representation of the physical form of 3-D
solid objects is used in applications such as object recognition,
CAD/CAM and graphics. Many different modeling
techniques can be udlized to represent the object as a whole or
to represent components (subparts) of the rigid object.
Systems which allow objects to be defined as a connected
structure of components must have a scheme to
unambiguously specify the joining of components. Currently,
most such systems allow only rigid connection between rigid
components. We are investigating the use of non-rigid
connections between rigid components.

We envision an interesting and versatile representation
of physical form to be one which allows:

(1) definition of an "object" as a composition of
multiple components, where

(2) one component may be attached to another
component by any of several types of "connection”
(each connection type defines a different type of
possible relative movement between the components).

By allowing parameterized non-rigid connections, the system
can represent an object which can take on any of a range of
allowable configurations. Major issues that must be
considered with this type of representation include: 1) the
syntax of component and connection type definitions; 2) the
semantics of the allowable ranges of movement associated
with given types of connecton; and 3) how to interpret shape
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under different configurations.

System design trade-offs must be made concerning
such issues as ease of implementation, ease of use, degree of
realism in representing components and connections, and
breadth of class of objects representable. The system
described here models components as three-dimensional
planar face solids. This representation is easy to implement
and relatively easy to use. The wade-off is that it is not as
realistic as might be. However, we feel this representation is
adequate to model object prototypes for experiments on class
representation,

Background information is presented in Section 2 in the
form of related literature. The system modules, along with the
description of connection types and how they are defined., is
covered in Section 3. A summary and recommendations for
further research concludes the paper in Section 4.

2..BELATED WORK

Current literature on solid modeling deals mainly with
rigid solid objects. Good surveys of the literature in this area
can be found in (Besl and Jain 1985; Requicha 1980;
Requicha and Voelcker 1982). Modeling of parameterized
objects has been addressed by only a few researchers. The
systems reviewed here incorporate the idea of objects whose
components may have a range of oriencatioas.

The use of generalized cylinders to model components
of objects has become increasingly popular (Nevatia and
Binford 1977; Brooks and Binford 1981a, 1981b; Brooks
1981). Aggregate objects are formed by joining the
components in different manners. In (Nevana and Binford
1977) some parts are allowed to be articulated, depending
upon the type of joint defined. It is pointed out that, for the
system described, "articulations of parts of an object are
assumed to be completely unrestricted” and that without
specified articulation limits, reliable discrimination between
similar objects is difficult. ACRONYM (Brooks and Binford
1981a, 1981b; Brooks 1981) representation system allows
modeling of specific instances, subclasses and classes of
objects. Their representacion allows for variations in size and
swucture between specific instances within a class.

The geometric modeler of the Successor (o
ACRONYM) vision system uses a straight homogeneous
generalized cylinder representation of components (Ponce et
al. 1987). Affixments of components are specified "by
spatial reladonships between planar taces of primitives”.

This work was supported by the AFOSR/UES Research
Inidation Program under grant #S-760-00MG-003.




Grimson deals with “families of objects that are
characterized by sets of free parameters” (Grimson 1987).
Object models are represented by sets of planar faces. The set
of faces for a model is not restricted to be connected or
complete. One class of objects demonstrated (scissors) allows
a limited number of moving parts with a single degree of
freedom. Stretching deformation was demonstrated for a
family of hammers whose handles can stretch along the axis
of the handle. The idea of multiple types of connection for a
single object is not addressed.

(Badler and O'Rourke 1979) modeled objects that are
representations of quasi-rigid segments connected at
articulable point-like joints. The human body is modeled
using "a representation for the object segments and joints, the
surface and coordinate system of each segment, and
well-defined mathematical relations between adjacent segment
coordinate systems during movement”. An instantiation of the
body is established "with respect to the environment through a
chain of special instances of joints and segments”.
Overlapping spheres are used to model the "skin” of the
segments.

Pendand discusses modeling natural forms and antifacts
in a "scene structure at a scale that is more like our naive
perceptual notion of a 'part’ " (Pentland 1986). The
representation is based on superquadrics and fractals, which
allows simple composition of components. The modeling
primitives are associated to the "parts” of the form or artifact.
Pentland suggests that a general vision system would follow
the paradigm of a model base consisting of "parts that make
up the specific object, rather than a mode! of the entire object,
and the goal is to identify those component parts”.

1 OBIECT REPRESENTATION SYSTEM

There are many important issues to be considered when
designing a representation scheme, and trade-offs to be made
with each design decision. Priorities concerning the type of
information needed in the representation scheme must be
established early, to guide the design process from top to
bottom. One early design decision for our system is to have
the ability to represent objects as a composition of components
joined by non-rigid connections. This ability is desired for
later experiments in class representation and learning.
Incorporating this ability raises three major issues: 1) the
representation scheme for primitive components; 2) the types
of connection (0 be represented; and 3) how to interpret
individual instances of class definition. These issues are
addressed in the description of our representation system.
The system is broken down into three cooperating modules;
the Object Editor Module, Object Instantiation Module, and
Object Viewing Module.

1.1 Qbiect Editor Modul

The purpose of the Object Editor Module is to allow the
user to enter the boundary surface description of the
components of objects along with the coanection type
definitions that define the aggregate object.

Our choice of boundary surface description for
primitive component definition should allow recognizable
instances of most major subclasses in the class of objects
chosen for study. The degree of realism should be adequate
since our intended use of the system does not require exact
fidelity to real-world instances of the objects. Our main
interest is in modeling objects whose components may have a
range of motion relative to a parameterized joint. We may
later switch to the use of generalized cylinders to represent
primitive components. The non-rigid parameterized
connection type definitions should be able to remain

unchanged when upgrading the representation system to allow
non-planar component description.

An anifact is inidally
broken down into its components. These components can be
identfied through a natural breakdown of the artifact or can be
a group of subcomponents whose relative relationship cannot
change. Components can be entered individually in any
orientation in the world coordinate system. It might be
desired to input component descriptions into the system with
the component center of mass aligned with the origin of the
coordinate system, or it might be desired to enter components
as they would be positioned in an instance of the object.

An example of individual components of a chair, as it
might naturally be broken down, is depicted in Figure 1(b).
With connections depicted as arcs of a graph, parameterized
connections are restricted such that the resulting graph must be
acyclic (i.e. a wree). For example, the arms of the chair
cannot be rigidly attached to the seat and the back at the same
time. This cannot happen because of the allowable movement
of the back relative to the seat. If the back of the chair was
rigidly attached to the seat then these two components (seat
and back) could be combined as a single component and then
the arms could be joined to it.

Each component is defined by entering a list of faces,
and each face is defined by a list of vertices in
counterclockwise order. Face records are stored along with
an array of vertices. As an individual component is input,
described by its boundary surface description, component
validity is checked. To be valid, the component must
completely enclose a volume and not have any dangling lines
or planes. The validity check of a component consists of the
standard topological and geometric checks (Requicha 1980).
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Figure 1 . (a) chair with labclled components and
possnb!e motion depicted (b) directed graph structure
of chair components with connection types
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ing i i i One of the major
reasons for modeling 3-D objects is 10 be able to project 2-D
images of the object. Specifying an orientation is much the
same as specifying a connection type ENVIRONMENT where
one component is the coordinate system of the environment
and the other component is the object. One component of the
aggregate object must be chosen to set up the relationship of
the object to its environment. We will refer to this component
as BASE. This does not mean that the component chosen as
BASE must be the one that rests on the ground as the actual
base of the object. If the object rests on a single base, it might
be easier to associate the orientation of the rest of the object to
the base, but not necessary. One iastance where this would
not be the case would be found with the chair classified as a
staight back chair which would be supported by four legs
(Figure 2). It might be easier to assign the BASE attribute to
the seat of the chair instead of one leg of the chair.

Once orientation of the object is set, all movement of
parts is made about the BASE. For the chair example (Figure
1) the most logical selection of a base is the actual base of the
chair. Once positioned, the base will not be affected by any
parameterized connection type. The tree structure will be
constructed with the BASE component as the root node. Arcs
in the ree will have attributes of the connection type and any
parameters necessary to specify the coanection type.
Propagation of movement progresses from the joint of
connection through the entire subtree which has the
connection component as its root in the connection graph. As
the object is positioned, one component at a time, validity
checks ensure that components that are not joined do not
“collide” or interfere with one another. An instance of an
object can then be displayed so that the user can visually
validate the object's configuration. The degree of realism
obtained for instantiations will be dependent on the degree of
realism chosen when defining components and their
connecton types.

jti Before deciding what
types of connection should be allowed in the system, it is
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Figure 2 - (a) Straight Back Chair (b) components
of straight back chair (¢) directed graph
structure with connection types

useful 1o first consider the space of theoretically possible
connection types. Connections can be divided into four
categories, according to the relative movement allowed
berween components: !) no relative movement; 2) rotational
movement only; 3) wanslational movement only; and 4) a
combination of translational and rotational movement. The
first category, of course, would be a rigid connection between
two components. Categories two and three have a small
number of primitive possibilities, which can be combined o0
form the final category. A more thorough explanation of the
considerations underlying possible connection types appears
in (Stark and Bowyer 1988).

We are deriving possible connection types by first
defining a set of fundamental connection types. These
connection types will consist of a rigid connection type along
with all possible connection types allowing one degree of
freedom. This set would allow either a translational
displacement between two components or a rotational
movement. Figure 1(a) helps to illustrate the different
connection types and how they associate the components of
the model. The chair depicted is a simple example that can be
described as a barber chair. The chair can be raised in a
telescoping manner. The rotary motion is about the axis
which goes through the pedestal and base. The arms of the
chair are rigidly attached to the sear. The back is allowed to
recline, hinged to the seat of the chair. Connection types
defined for this example chair include RIGID, SLIDE
(telescoping action of pedestal), HINGED, and ROTARY.
The RIGID type connection gives zero degrees of freedom
between the components specified. SLIDE, HINGED, and
RO;}'ARY type connections permit one degree of freedom
each.

This set of connection types is used to establish the
primitive or fundamental types of connections necessary 1o
define other complex connection types. A complex
connection type is one which uses the composite of one or
more connection types at the same joint. One connection that
is suitable for this class of objects is SWIVEL, which allows
two degrees of freedom. This connection type can be defined
as a combination of the fundamental connection types HINGE
and ROTARY. Complex connection types will have an
explicit order of movement of the fundamental connection
types used.

The previously enumerated connection types emulate
the major forms of component interconnections that actually
occur in chairs, the class of objects chosen for this case study.
Definition of the various connection types will require names
of components and points to designate the orientation and
location of the connection between the two components,
These points will be known as joint defining points. The
syntax of all connection type definitions requires eight
essential parameters. Additional parameters will be required
for non-rigid connection types. A template for connection
type definitions can be written as:

Connection-Type(ComponentA, ComponentB,
P-1.A, P-1-B, P-2-A, P-2-B, P-3-A, P-3.B,
{Oprional Parameters) ).

The first two parameters designate the components being
joined. Points P-x-A are joint defining points for
ComponentA and points P-x-B for ComponentB. The three
points of each component specify the coinciding jotnt defining
planes for the two components. The first point on the first
component will be made coincident with the first point of the
second component, etc.. This gives an unambiguous
alignment of the join.

39-17




Joint defining points for each component are added to
the vertex list. All points that are used in connection type
definitions of the object must be entered. In this way, if the
component undergoes any transformations, its joint defining
points will be ransformed with it. These points are used in
different manners, according to the connection type as
described.

Parameters for each connection type are specific to
information necessary for the connection. [nitial input of an
object can be thought of as an instance of an object model in
its "home” position, along with constraints on the variable
parameters. The home position is defined as a zero
displacement in cach of the allowable degrees of freedom of
any of the components. By enatering the initial object model
in the home position, ranges of motion can be specified by
a single positive value rather than a range of negative to
positive values. In this way motion is allowed from zero to
some positive maximum displacement in distance or angular
rotation.

Specific _connection types  The most common
fundamental connection type used will be RIGID. A RIGID
connection indicates a fixed attachment allowing no relative
movement between components. It should be obvious that the
RIGID connection type would be redundant in the definition
of any complex connection type. All complex connection
types will therefore be a combination of fundamental
connection types that permit one degree of freedom. To
specify a RIGID connection requires only the eight essential
parameters. A RIGID connection can be written as:

RIGID ( ComponentA, ComponentB, P-1-A, P-1-B,
P-2-A, P-2-B, P-3-A, P-3-B).

An example of use of RIGID connection can be seen for
the chair classified as straight back shown in Figure 2, in
which all connections are of type RIGID. The components
are defined as depicted in Figure 2(b). As can be seen,
instances of components can be used in more than one
orientation within the same object. The joint defining points
can change for each instance definition. By using a
component library, common component shapes can be
defined, differing only by a scale factor.

Most representational systems allow only the RIGID
type connection when defining objects by their components.
This means that each instance of a swivel chair must be
reinstantiated in the model base in the new orientation. It
would be physically impossible to represent instances of ail
possible orientations of a chair that would be allowed to

swivel about a base 360°. To allow such types of range of
movement we have defined the following connection types:
HINGED, ROTARY, SLIDE (telescoping action), and
SWIVEL. These parameterized connections allow movement
along or about an axis defined by the joint defining points.

To allow for a chair that can recline, the HINGED
connection is defined as follows:

HINGED (ComponentA, ComponentB, P-1-A,
P-1-B, P-2-A, P-2-B, P-3-A, P-3-B, Degrees ).

A HINGED connection is specified by nine parameters. The
first eight parameters are the essential parameters required for
all connection definitions. The HINGED connection type
differs from the RIGID type by allowing angular movement
about the joint defining line formed by P-1-B and P-2-B.
Connection of P-1-B to P-2-B sets up an axis of rotation for
the HINGED connection. P-1-B is defined as the tail of the
line directed toward P-2-B. By using the right hand rule with

the implied direction of the line a positive rotational direction
can be assigned. Parameter nine constrains the angular
"hinge" movement allowed from the original home position.

This parameter is assigned the value Degrees (0° < Degrees <

360°) when defining an object. This means that an instance of
the object can be produced in an orientation where the angular
displacement of 0 to Degrees can be instantiated between the
two components. It will always be considered that
ComponentB moves relative to ComponentA.

Another type of connection between components is
ROTARY, defined as follows:

ROTARY(ComponentA,ComponentB, P-1-A, P-1-B,
P-2-A, P-2-B, P-3-A, P-3-B,P-4-A, Degrees).

ROTARY requires ten parameters. As before, the first eight
parameters correspond to the eight essential parameters. The
second and third pair of parameters (parameters 3-6) define
directed lines in the same manner as used in HINGED.
Rotational movement is allowed, centered about P-1-A and
P-1-B. Direction of angular rotation is defined by parameters
P-1-A and P-4-A. Parameter nine, P-4-A, is a joint defining
point found on a perpendicular to the joint defining plane
containing P-1-A. A direction vector is defined with P-1-A as
the tail and P-4-A the head. The vector (P-1-A,P-4-A) sets up
an axis of rotation. Again, the right hand rule can be utilized
to establish a positive rotational direction. Parameter ten
constrains the angular ROTARY movement, and is assigned

the value Degrees (0° < Degrees < 360°) when defining the
object. Instantiation of the object is accomplished by
choosing an angular displacement of 0 to Degrees.
ComponentB will be displaced Degrees relative to
ComponentA.

A SLIDE connection between components allows a
translational displacement along an axis set up by the joint
defining points rather than a rotational displacement. SLIDE
connection is defined as follows:

SLIDE( ComponentA, ComponentB, P-1-A, P-1-B,
P-2-A, P-2-B, P-3-A, P-3-B, Distance ).

The component names, coincident points and hence the joint
defining planes are identified by the first eight essential
parameters. Transladonal movement of the second component
is allowed from the zero, or home, position to Distance
dispiacement. This movement is allowed in the direction of
the line defined in the first component (ComponentA) by the
first pair of points associated to the first component (P-1-A to
P-2-A sets up a direction vector). The only limitation on the
Distance parameter is that the two components joined by the
SLIDE connection type cannot be displaced to the point of
making the components disjoint.

A SWIVEL connection is a complex connection type
formed by a combination of the ROTARY and HINGED
connection:

SWIVEL (ComponentA, ComponentB, P-1-A, P-1-B,
P-2-A, P-2-B, P-3-A, P-3-B, P-4.A, Degreesl,
Degrees2 ).

The first ten of the eleven parameters of the SWIVEL
connection are directly related to the ten parameters of the
ROTARY definition. The eleventh parameter is directly
related to the ninth parameter of the HINGED connection
relation. The order of angular displacement will be the
rotational movement followed by the anguiar hinge
movement. The rotary motion of the SWIVEL type
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connection keeps the first joint defining point of each
component coincident and rotates the second component in a
positive angular direction. Positive rotational direction and
axis of rotation are set up by the directed vector P-1-A 10
P-4-A. It should be noted that we specify the axis of rotation
for the hinged movement to be about the line contained in the
second component (P-1-B,P-2-B). Therefore the axis of
rotation of the hinged movement is rotated about the axis of
rotation for the rotary motion. An example of this type of
connection can be depicted by a simple office chair which can
rotate about a base and recline.

32 Obiect ] iation Modul

The Object Instantiation Module will be used to create a
representation of a specific configuration of a specific object.
The instantiation module takes, as input, an object definition,
a specific set of values for its connection parameters (if any),
and orientation parameters, and creates, as its output, a file
representing the surfaces of the object as it appears in the
specific indicated configuradon (Figure 3). This 3-D data can
then be used as test data for later experiments dealing with
recognition or class representation and leamning.

12 Obiect Viewing Modul

An Object Viewing Module is created to go with the
instantiation module. The purpose of the viewing module is
to input a particular object instantiation file and create
projected views of the object as it would be seen from a
representative set of viewpoints. This module is useful for
checking out object instantiations to be sure that they represent
the desired object and configuration. [t could also be useful as
test data for experiments in reconstructing 3-D shape from 2-D
views.

Figure 3 - Instantiations of (a) the straight back chair model and
(b) the barber chair model.

1 SUMMARY AND FURTHER RESEARCH

The representation system described here is being
implemented on a SUN workstation. Object instantiations
created by the system will be used to create plausible test data
that would constitute knowledge of physical form for the next
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stage of this project. Our future research plan is to combine
the description of physical form with the knowledge of
function to generalize a description of a class of objects. We
feel this information can be used both to recognize the objects
and also to learn new instances of objects.
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ABSTRACT

Bayesian testability demonstration plans are developed 1in
this report. Existing design criteria based on average risks 1is
found to produce designs which are inconsistent with the lcocgical
effect of prior information. & Bayes modified minimax risk
criterion is developed to correct this problem. The Bayes modi-
fied minimax approach is used to derive sample tables for design
and to illustrate the method of selecting an appropriate experi-
mental design. The sensitivity of designs based on this risk
criteria is investigated. The method is shown to be very robust.
Bayes modified minimax designs are compared with classical fixed
sample designs to illustrate the effect of prior information.
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1. INTRODUCTION

Technological advances have greatly increased the capability
and complexity of modern electronic systems. Maintenance and
readiness requirements of such systemz has mecessitated the use
of automatic diagnostic equipment. Specification of automatic
diagnostic capability includes testability requiremernts, =.9.,
0% of all possible faults will be isolated by the diagnostic
system. Contracts may alsc specify that the producer demonstrate
compliance via & statistical test called a testability demonstra-
tion. This report documents the effort under U.S. Air Force
contract to develop Rayesian testability demonstration plans.

Sections 2 and 3 of this report are a deneral review of

Histing experimental design principles for Bayvesian tests. The
existing risk criteria are examined and found to have a serious
logical weakness. A new risk criterion based on a modification
of the minimax strateqgy is developed in section 2. This new risk
criterion considerably simplifies the problem quantifying prior
information. Sections 4-8 are specific to the problem of test-
ability demonstration. The loss functions, prior distributions
and test format for this application are derived. Comparison of
this Hayesian test with the classical test is made to assist in
the interpretation of risk in the Bayesian case. Sensitivity of
the Bayesian test to improper prior distributions is examined.

A sequential test faor testability demonstration was investi-
gated. Since a sequential test uses the posterior distribution
the new risk criterion do=2s not apply. Therefore the simplifica-
tion benefits only the fixed sample test. The sequential problem
remains very difficult (Berger, 19835.) Administration of exist-
ing sequential tests by personnel with a great deal of statisti-
cal training will be difficult. Given the usually limited back-
ground of most individuals inveolved with the task of carrying out
testability demonstration, the sequential test as it now exits
seems to have limited utility. For this reascn this report
considers orly the fixed sample test.

1.1 PFroject Goals

The primary ochiective of this project is to develop a
useful fixed sample test for testability demonstration. Tc be
useful, the test must be consistent with the knowledge and capa-—
bilities of personnel likely to be involved with test administra-
tion. The prior and cost information requirements must also be
realistic.

A basic decision theory approach is used. By going beack to
the basics, a second look at some aof the existing methods reveals
deficiencies. A new risk criterion is introduced to correct the
problems inherent with existing methods.
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2. TEST ENVIRONMENT AND L ITERATURE REVIEW

Bayes methods are attractive because they offer the poten-~
tial of reducing dependence on sample information by using exist-
ing or prior information 1in the decision process. This
additional information can reduce the expense of sampling without
sacrificing a preset standard of acceptable risk. To be useful a
test must be compatible with the personnel and information
environment within which it is applied. This enviromment is
examined so that the new test will be consistent with available
prior information. An effort is also made to simplify the choice
of prior distribution and laoss functions so that the Bayesian
test is a relatively simple alternative to the classical tests.
This consideration is very important if the potential savings
resulting from the use of prior information is to be realized.
Much of the existing literature on Bayesian theory is devoted to
efficient uwse of information at the expense of test complexity.
The most efficient test is of little value if so complicated that
it is ssldom used.

2.1. Test Environment

In order to develop a useful test it is important to under-
stand the background of potential users of the test and the prior
information which is typically available. In many cases the
personnel who administer these tests are not statistical special-
ists. Thus it is important to minimize test complexity (e.qg.,
Heiser, 19846.) However these individuals have very likely en-—
countered classical tests in the past. Classical test designs
require judgment with regard to choice of error rates, e.g., &=
0,05, These judaments are made routinely so that experience
provides an intuitive grasp of the effects of decision errors 1in
terms of probabilities.

Bayesian methods add a new dimension to statistical tests,

prior information. In most situations prior information is
subjective or based on past performance of the producer on simi-
lar products. Guantification af prior infaoarmation is ncot a

frequent task of most analysts. Therefore sufficient oppotrtunity
ta develop a strong intuitive understanding of the process 1is
usually lacking. For this reason analysts are counseled to be
caonservative. This is usually interpreted to mean that a broad
or relatively flat prior density is appropriate. It is shown 1in
section S of this report that this perception is false when using
existing experimental design methods.

A very useful concept in the decision theory approach to
Bayesian analysis is the loss function. Although the concept
has intuitive appeal, 1t reguires cost information with regard to
sampling expense and decision error losses. This information is
often difficult to obtain especially when errors may involve loss
of life. In addition to this difficulty, the use of real costs
makes each test unique. Thus more complication is introduced by
effectively eliminating the use of general tables for test plans.
For these reasons many test plans (in effect) are based uwpon a
simple ©0-1 loss function. This approach ignores decision error
effects due to parameter values in a reqgion likely to occur in
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most tests. Simple loss functions which have gerneral utility are
presented in this report.
2.2 Literature Review

There is a great deal of literature on Bayesian superimental
design. The effort here is to review standard approaches in both
theoretical and applications literature. Farticular attention is
given to the risk criteria which is used.

Experimental design for the decision problem Ho:esesagainst

the alternate H;:1©8>6,1i5 considered in this section. Th=2 term
preposterior analysis 1is used in Bayesian literature for this
activity. Let L(2, §(X)) represent the loss function for using

decision g {(X) when the sample vector X of length n is obssrved
and the parameter has value 9. The risk function is defined

Re,s) = Ey(L(&,85(X)) (2=-13

and the Bayes risk is given by

r{g£) = Eg(R(e,g)). (2-2)
Let h(e) represent the prior density function of . The appro-
priate decision function §(X) (if it exists) minimizes (2-2). (&

theoretically satisfying approach to determine sample size 1is
given by Berger (19285). This method includes sampling expense in
the loss function. The optimal sample size for a test minimizes
(2-2).

In most applications involving military contracts, opposing
interests of the producer and the consumer demand that individusl
protection against decision errors be given. Under this obliga-
tion the Bayes risk is separated into the two components

r(§) =J, fL(e;aa)f(z(_le')h(e)dZdé
o>9, &.’SC_’_{)‘Q;
+ Le,a ) f(Xioh(e)dXde (2=

©sa Y X:§0=q,,

where a, represents the action "accept H," and a, "reject H, ".
The first component on the right of (2-3) is referred to as the
consumer risk and the second component, producer risk. Sample

size is determined to satisfy acceptable constraints on the risk
components in (2-3) (e.g., Mart:z and Waller, 1932.

In most applications a parameter value 8, <@, is chosen
such that serious loss will result if ©<® and H, is accepted.
Although & loss function is usually not mentioned with this riszsk

format the approach is equivalent to using the 0-1 loss function
0O if ©<2,
L(2,a,) = (2-4)
1 if eze,
and
O if e>5,
Leya,) = (2-3)
1 if Q<
a0-4




This risk farmat (suggested by Easterling (1970) is referre=d
to as average Raves risk. Two aspects of this format are impor-—
tant to review because they will be addressed in & later section
of this report. First, risk is computed as an average covesr all
possible values of ©. Second the loss functiaon ignores the
losses which ocouwr if €& <e<,.

The posterior risk (Schick and Drnas, 1972) is an alterna-
tive to the previous risk. It is very similar in mathematical
representation. It is not necessary in this report to consider
the precise farmula for this risk. It suffices here to refer to
the work of Goel and Joglekar (1976) where it is shown that the
consumer and producer posterior Bayes risks are proportional  to
the average Bayes risks. Thus they alsc are the result of an
averaging process.
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T. RISK_CRITERIA

The risk criteria describesd briefly in section 2 is examined
more closely is this section. The rich mathematical framework
of Rayesian analysis provides many possible definitions of risk.
Choice of risk criteria iz & important aspect of this method of
analysis. The average Bayes risk and the posterior EBaves risk
seem to be the most used in Air Force application. A major
result of this study is the exposure of a basic defect in  the
respaonse of fined sample test plans based on these risks to
changes in prior information contant.

Z.1 Averaage Rishks

Berger (1988) gives a compelling argument for the ussful-
ness  of "rationality and ccherency" developments as powerful
tools in the effort teo justify the Bayesian approach and *to
expose  the "irrationality of purported truths in statistics."
The same approach is used here to demonstrate "irraticonality" of
preposterior analysis using average risk criteria as in (2-2) and
(2-32). It is shown in this section that the risk criteria re-
wards prior ignorance. Fresumably if an organization invests the
time and expense of developing more prior information, that
investment should result in a decreased demand for sample infor-
maticon. The term "prior information" as used in this paper is an
intuitive concept. Frecise definitions in terms of entropy or
Fisher’'s 1information are possible (e.g., Jdaynes, 19468 and Can-—-
+ield, 1977) but not necessary for purpose of this report.
Intuitively i two priors have the same mean, than the ons with
the smaller variancs has more pricor information. For both ap-
proaches to preposterior analysis it is shown that an increase in
prior information (at the same mean} can result in an increasa in
required sample size.

Consider two normally distributed priors h (& ~ Nuw,aT? and
hal(e ~ Ny %) with <, <qg, and identical means. There is a
natural preference ordering of priors, i.e., h, 6 (e} is preferred
to h,{(€& because 1t has more information. Freposterior analysis
also imposes a preference ordering on priocrs, i.e., the prior
requiring the smaller sample size is preferred. Im this case
etfect of the prior on sample size is due to amount of informa-—
tion, not location of & . Intuitively the amount of information
in a prior is related to the influence of the prior in Bayesian
analysis. It s=ems rational toc expect that the above preference
orderings should agree. This is not necessarily the case using
average risk criteria.

Consider the following example taken from EBerger (1585,
example I, case 2, page 4378). Let the vector random variable X

ot

represent random sample of size n taken from a M(e,q") popula-—-
tion where o is known. It is desired to test Hyo : =95 vs. H
1 6> S,, Let §(X) = &, represent the decision "accept H.," and let
>¥%) = a, represent the decision "reject H,." The loss function

for this test is given by




1 .
(e -9) + nc for S(X)

Y

(& -2) + nc for S(X)

a, and 35 <&,

Il
]

Lo 4 (X)) a, and & <9, (Z-1)

QO otherwise,

where n 1s the sample size and ¢ is the cost of gampling per

xperimental unit. The prior density on € is N{um, 7). The
sample size which minimizes the overall risk is shown by Rerger
(1985) to be of the form

n{() = A exp{-B/7") /7 (I-2)

where A agd B ares positive constépts independent of the prior
variance 7. Note that maximum n(7) occurs at & = 2R. For large
pricor wvariance (T> 2B), n{(C) is a decreasing furction of T .
Thus large variance results in small sample size. Large prior
variance 1is generally associated with comservatism in prior
selectian.

A similar relaticrnship with prior information canm b2 ob-
served when consumer and producer risks are independently con-
trolled as in (2-23) and for both average and postsrior Bayes risk
criteria. Consider sample size determination for a test of the
mean of a negative expaonential random variable using an inverted
gamma pricr having mean M and shape parameter A . Sampling plans
for this test have been published by Goel and Joglekar (1976).
The entries in table 1 are taken from Goel and Joglekar (1975).
The variance of an inverted gamma random variable is a monotone
decreasing function aof A . Nots that the design sample size
(time on test) can increase with a decrease in prior variancs.
This response is contrary to rational anmticipation.

Table Z-1. Required sample size for the same producer
and consumer risks (average and posterior Bayes risk).

Sample Size {(time on test)
Risk Criteria
Average Fosterior

71.25 2 223 127
71.25 4 T19 171
71.25 & 394

Analysts are cautioned to bz conservative when quantifying
prior information since prior information 1Is rarely precisea.
This is the primary motivation for the ma<imum entropy pricor.
EBerger (1985) uses this argument to defend the natural conserva-
tism of Bavesian methods as compared with the extreme conserva-
tiem of minimax methods. It is evident from the previous exam-
ples that the notions of conservatism in Bayesian estimation do
rot extend to experimental design.

An explanation for this conflicting response lies in inter-—
pretation of the prior distribution. In most situations even i+
the parameter can be legitimately regarded as & random variable,
the prior distribution represents the present state of ignorance
with respect to the true density., There is usually no really
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satisfying method with converqgence or bias criteria, etc. for
estimating the prior density. This view is in contrast with the
notion that © is a random variabhle with a unigue or "true" densi-
ty which is estimable. The only safe approach is a conservative
one in this case. However & conservative approach destroys the
frequency interpretation of probability with respect to €.

It may seem unnecessary to draw this distinction as it 1is
clearly implied in most discussions of the prior distribution.
However in this work it is important because irrationality of
preposterior analysis has its roots in the interpretation of
prior information. If the pricor is a distribution of & true
random variable, then a large prior variance may easily provide
information Ffor a reduction in risk. This is because a large
variance increases the probability that the parameter will be in
the extremes of its range. A small sample can easily detect
values of the parameter at its extremes. On the other hand a
small wvariance may concentratz probability in a range where the
sample information is less efficient in detecting the position of
the parameter. Both risk criteria average the decision risk *o
obtain the Bayes risks used to determine sample size. In reality
2 broad flat prior does not mean that the values of the parametsr
occur more freqgquently in the tails. It simply means thet prior
information is not precise. Thus contrary to popular perception,

conservatism in experimental design cannot be achieved "natural-
ly"” using a broad, flat prior density. A risk strategy discussed
in the next section uses prior information tc modify the ‘'over

kill" of minimax strategy to provide a more credible risk crite-
ria.
F.2 Baves Modified Minimax Risk

The previous discussion suggests that the prior may not
provide the means of addressing conservatism in experimental
design. This is mare appropriately accomplished by consideraticn
of the perceived risk. Consider BRayes risk (2-2) and let f((X) be
the Bayes decision function if it exists.

The function of prigr information is to provide a more
realistic perception of risk by introducing '"weighting" {(i.2.,
the prior density h{(®)) for the possible values of 9. The
Bayes modified maximum risk H‘(e,g) is defined

R(e},5) for 829
r¥e,5) = (Z-3)
R(g*,5) for @<S

where € 20. and &*¥<e: are the values which maximize the total
ocf the weighted risks associated with the two decizion errcrs.
That is, ©f and % are chosen such that

h(e)R(a,5) + h(@R(a,s) < h(af)R(e¥,8) + n(®SR(ef §). (3-4)
23, S <€, 6§2 S, e
The parameter values ef and X represent the positions of
maximum "credible" risk for the decisions ae and a, respectively.
The wuse of total weighted risk in (&) rather than individual
maximization of the risks associated with the two decision errors
is motivated by mathematical convenience. The optimal sample
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size may depernd depend on &7 and oF jointly. This measure of
risk has the intuitively appealing property that if the prior is
flat (little prior infaormation) the values of and &f approach the
respective values which vield the absolute maximums of R(e,8) in

Ho and 4, respectively. Given a more informative prior the
values ©f and &% will tend toward the mode of h(¢), i.e., the
prior will have more influence. The Bayes modified minimax risk

is defined:

rX¥§) = EQ(F\""'(E\,&')) = R(af,I)F(e&26 ) + R(QT,EIF( 8 K0) (Z-5)

Sample size n and critical region for the Bayes rule are chosan
to minimize (3-3) if sampling expense is considered. If consum—
er/producer risks are to be controlled, the critical region and
sample size are used to bound the risk components on the right
side of (Z-3).

T. 2.1

T2 Baves modified minimax risk example. Let X represent the
sample vector of n independent normal random variables with
identical but unknown mean € and known standard deviation S. The
hypothaesis H_, 1&s5/0 vs. H 3 d>/9 is toe be testad. The loss
function is given by

T1000(€ - Bg) + 0 for (X

a, and &>,9

]

L{ay§ (X)) = S 1000(F - 947 + n for §(X) a, and @=10 (T-6)

O otherwise.

Equation (3-6) indicates that the cost of sampling is one cost
unit per experimental unit. Let the prior density of © b2 normal
with mean 11 and standard deviation U. The Bayes decision rule
for this example {(given by BRerger, 1983) is to take action a, 1if
X < K and a, if X 2 K. The Bayes minimax risk (3I-5) for this
example is

P = 1000((ef =9 PR 2 KIgE + (9% 8a) F(X< KISHF  (3-7)

where F = F(e<19 ) and F, = F(e>19 ). The value of kK which

minimizes (3-7) is easily found by taking the derivative of r*(§)
with respect to kK, setting to 0 and solving for kK. For this case

K o= (zenief~al F,) - In((df- ) F ))/n + €-0)/21.-6,)).

The values of & and 9F are determined by numerically maximizing
the total risk (Z-8). Figure Z-1 shows a plot of design sampls
size vs. prigr standard deviation o . As expected the design
sample size i3 « monotorne increasing function of 0 .




Sample Size

T
15

3 i T T
00 05 10 20 25 30 25 40
Standard Deviation of Prior

Figure Z-1. Flot of test sample size vs. prior standard
deviation for Baves modified minimax risk example.




4. TESTARILITY DEMONSTRATION

There are several possible measuress of testability such as
fraction of faults detected, false alarm rate, cannot duplicate
rate, percent fault coverage and fraction faults isglatable
(liom, 19833). The variable fraction of faults isclatable (FFI)
is uwsed in this report, however the method is applicable to any
measure for which detection can be measured as a Bernoulli random
variable. The remainder of this report is restricted to the
testability application. The following rotation and assumptions
are used.

4.1 Notation

n sample sizce

Y number of faults isolated in a test sequence

™ true FF1 of the BIT design

h () prior density function of

gl{¥yim conditional density function of Y given

T, contract specified fault coverage

KN highest fault coverage for which T=7, results in

total loss to the consumer

Hy: the statistical hypothesis to be tested
g (Y) Bayes decision function for a binomial test, i.e.,

R 1f Y > K (accept He)
Sy =
a 1if Y% K (reject Hg)

)

k. test critical value

L(T §(Y)) Loss function for decision &£(Y) when FFI = TX

L g(m LT, §(Y)15(Y)=a,) (consumer loss function)
Lt LT, §(Y) | §{Y)=a,) (producer loss function)
En(-) expected value with respect to random variable o

4.2 Assumptions

Given a system with M possible states or responses each of
which may be faulty, it is assumed that the number of potential
faults (M) in the system is very large. The number (n) of faults
simul ated or observed in a test is assumed to be a small fraction
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of the total possible in the system (N). It is further assumned
that the simulated or observed faults repressnt a random csample
aof the population of potential faults. Under these assumptions
isolation of a fault is approximately a Bernoulli random varia-
ble. Thus the FFI (Y) is a binomial random variable. Since Y is
a sufficient statistic for 7, it will be used in the test de-
veloped in this report.

It should be noted that the definition of 7, is somewhat
different {from that used in the non—-Bayeian testability demon-
stratiocns. For the classical test, T, represents fault coverage
which wauld result in "serious" loss as opposed to "total" loss
for the Bayes test. Thus it seems that 7. for the Bayesian test
may be somewhat lower. The relationship between sericusness of
loss and value of 77 is contraolled by the shape= of the loss func-—
tion which is considered in section 5.

The consumer and producer in testability demonstrations have
very different perceptions of risk. Therefore it is necessary to
use the Bayes modified minimax risk form given in (Z-4). For
this case the consumer risk is

Fo (§) = L (mSE(Y > KIMOR (T ) (4-1)
and the producer Baves modifi=d minimax risk is

ro (8) = Lp(mHF(Y = KITOF(T 2 T5) . (4-2)
where ﬂf:and YEfare defined (as in Z-4) such that

hOmML (MFY g EIT) + hO)LONFY < KT

t
T T T2y
Sh@TILUTOFWY 2 KITH + hhL, (mhror = kemh (4-3)
T < T, ™ ¥ 7T
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S. LOSS FUNCTION

Ideally the loss function is an exact mathematical model of
the economic (or other) penalties the consumer and producer
experience when decision errors are made. In prectice it is
rarely possible to achieve this ideal. However it is possible to
define a very general form which is much more realistic thanm the
0-1 loss function presently being used. The 0-1 loss function
ignores losses in the region 7,7 <77, . In maost applications
this 1is & very likely region for the testability measure to
occupy. Thus losses in this region should be important in exper-—
imental design. It seems inappropriate to use risk management
strategies which ignore these losses.

The purpose of this section is to define the general charac-
ter of the loss function as it relates to consumer and producer.
A few forms are presented which are consistent with the loss
information usually available.

In the context of testability, there are two opposing inter-
ests, the consumer and the producer. The assumption is made here
that losses of the consumer daminate when a decision error ra-
sults in acceptance of a system with 7T« . Similarly, produc-
er loss dominates whenever w7wz=7 and the system is rejected.
Therefore it is only necessary to consider consumer loss far

TT< TS s and producer loss when 7Tra7we, . This does not mean that
the producer does not experience a loss i¥ a bad system is ac-—
cepted. For xample, the producer may loose future contracts

because of the resulting bad reputation. However because the
consumer loss dominates, adequate protection against both losses
is provided when the consumer loss alone is considered. This
assumption permite representation of loss as

Le(™ i §(Y)
Lim v(Y)) = (5-1)
Lo(T)  if (V)

it
1

where the consumer loss L _0T) is O for Trz7s and the producer
loss Lpi(™m is O if 7T<7, .

A general function which applies to all tests must avoid
unigue reference monetary loss. The loss functions given in this
report represent loss as a proportion of total system value. it
is assumed that TT, is defined so that the system value to the
consumer is lost if J(Y) = a, , i.e., L (7)) = 1. Similarly if
the system 1is rejected and +rzm,, Lp(ﬂf) = 1. If no decision
error is made the loss to both consumer and producer is assumed
to be 0.

For °T,< 7T <7y the consumer loss is monotone decreasing.
Two general forms are provided in this report. The Ffirst is
given by the function

O TT 2 T
P —
L;(ﬂ) = (T =TT/ (TTe = 1)) T, <« T<7la (5-2)
1 T,
A40-13




It would seem that a few

where the power p is to be specified.
values such as p = 1,2.7 could provide adeqguate choice in most
applications. These functional shapes are illustrated in  figure
S-1.
44
o o " ; ™ =) - -
Figure S-1. Graphs of L (M for p = 1,2,2. 1
The sscond general form is
9] T =T
el P Pri e -
Lom = (p+1) (M=) / (T~ 1)) - pl(Th~T) /(Mo-T)) munen(5-1)

i TreTT,

ed. The form of L(m) is illus-

where again p is to be specifi
trated in figure S-Z for p = 2. It should be necsssary to pro-
vide design tables for only a few values of p for both (S5-2 and

(3-20.

{ —

L L
‘

]
k(N o
-

Figure 9-2. Graph of LZ(Ws foryp = 2.

Because the consumer loss dominates whemn 77<7o , it is only
necessary to define the producer loss for 7T=z27,. Rejection of
the system in this case means total loss. Thus the producer loss

function is the simple O0-1 form
O &Y~ a,
(-3

1 J(V),a\ »
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6. THE FRIOR DISTRIBUTION

The prior density hi{m) represents a gquantification aof prior

information orn the parameter 7. Choosing the prior is a major
stumbling block in many applications of Bayesian mathods. Most
procedures start with a "rich" family of distributions which
trepresents all possible prior information configurations. The

beta di=tribution family is such a family which also has a con-
venient mathematical relationship with the binomial distribution
of FFI. This generality is very often one of the complicating
factors in choaosing h@GT).

In most applications prior information is not well defined
and therefore does not reguire such a general family. An intui-
tively appealing method of selecting the prior given by Eerger
(1985), is to subjectively (or otherwise) estimate several frac-
tiles of the prior density, i.e., points TT(X) such that

Fom s i) =&,

The prior is determined by fitting the functional form as close
as possible to these fractiles. This method can be simplified
considerably when used with the Bayes modified minimax risk
criterion. This criterion permits the use of very simple prior
distributions which address in a straight forward and intuitive
manner the difficult problem of quantification of prior informa-
tion.

There are two primary benefits of this approach. First, as

already mentioned, it is very simple. Second, it permits the use
of a few tables to determine the experimental design in any test
situation. This approach should be compared with methaods which

require application of a computer program, or a complete volume
of tables.

6.1 The Fricr Density in Baves Modified Minimax Risk
Betore considering the form of the prior density, it is
instructive to examine the relationship between the prio- and

Bayes modified minim&x. Nots from (4-2) and (4-3) that shape of
h¢™ is not & consideration (except in the determination of 7*and
of . Thus the only aspect of the prior distribution

which the producer and consumer ne=sd agree upon is the division
of total probability between consumer and producer. The shape is
not & consideration at this point.

Let R, = F(T ) and F, = P(IM : Te). Given agreement on
these values the producer and consumer are free to choose a shape
which reflect their unigue risk concerns.

6.1.1 Froducer prior. Consider the producer risk. Given impre-
cise prior information it is not reasonable for the producer to
choose & prior density with a pronounced peak in the region "T277,.
A producer conservative prior places more probability in  the
neighbortood of 7k where error protection from the sample (repre-
sented by FY < FI1T77) is smallest in the regicn Tz7« ., Note
that any prior which is monotone decreasing for m=2Tw will have
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max h(ﬂ?Lr(ﬁ)P(Y SOELATY = RCTIRCY < KR

rzm
for the loss function (5-5). Thus for any producer conservative
prior (i.e., monotone decreasing for T2 T ) T A .77 . Thus

equation (4-2) may be written

r?(s) = FY < E{At)F, (&-1)

65.1.2 Consumer prior. The consumer case 1s slightly more

complicated. There are two regions of T which require individual
attenticn, i.¢., T<T and Th<TLT, . et

MM = ML MPWY = K. (&-2)

Note that FY > K10 is & monotone increasing functionm of 7T.

Define 7, and T4, such that

MOTRN) = max M(M™ (&=7)
TS,
and X
M{TGL) = max M), (&-4)
AT

Then in (4-1) (consumer risk)

, TR if M) > M)
7ﬁ* = <

Ton if MOWN) < M(T))

The Rayes minimax risk criteria simplifies choice of 5. In
most applications <{(having unimodal prior density) the prior
density will be monotone increasing in & neighborhocd of 777, It
follows since LGMF(Y > K™ is a continuous function of 77 that

MTE) < MO,

The soglution for 7&; in (6-4) requires numerical methods
which depend upon the shape of h¢m in the region TT,<T=<7 . A
uniform pricr 1s used here for 7T <T <7 ., It is suggestesd
because it s=ems consistent with the guality of prior information
commonly encountered. However it is a simple task to break the
interval into a few segments and permit the analyst free choice
of density values for a piecewise uniform density for 7T <T<7T.

It is important to emphasize that the previous discussion
has dealt only with shape. The prior probabilities F(e< %) and
F{ oz © ) have not been fixed. This simplification permite the
vuee of a2 few tables representing a wide range of prior informa-—
tiorn states.
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7. TJTESTABILITY DEMONMSTRATIDN FORMAT

The Bayes modified minimax risk criterion is applied to the
testability problem in this section. The 1loss functions and
prior densities developed in the previous sections are uced.

Given the binomial distribution of Y (numbher aof faults
isplated) the risks (4-1) and (4-2) become

roo= B L OTORY > ki (7-1)

and + x
F L?(ﬂi)F'(YS BT (7-2)

F

The constant K represents the critical value such that the hy-—-
pothesis 1is rejected if the observed Y < k3 otherwise ths hy-
pothesis is accepted. After choosing the the loss function and
prior density, the design problem is to select K and n so that
the consumer and producer are satisfied with their respective
risks . and rp. Tables used to determine K and n sre presented
in this section. The tables provided represent only z sample of
those which may be necessary for a complete testability demon-—
stration program.

7.1 Tables for Design of Testability Demonstration

It can bz noted from section 4 that the EBayes modified
minimax risk depends wpon 7%, 7,F. ,F, and the 1loss function.
The following transformations permit the use of tables which are
not specific to F and B and thus independent of the prior
density. Let

ar, = r, /F,  and ar, = rp /F : (7-3)
represent "adjusted" risks for consumer and producer respective-—
ly.

The FORTRAN program BMMRSE.FDOR listed in Appendix B computes
desiagn tables for testability demonstration. The pragram permits
specification of loss function from among those described in
section 9. Additional inputs required to generate a table are7w
and 7. A uniform prior for T < T< T is used. However it 1is
a simple change of the computer code to permit a piecewise
uniform prior density in the interval m™m<T <77 « However this
generality greatly magnifies the number of required tables.

The program determines are and arm for a range of n  and K
values. The following examples illustrate use of the tables for
designing a testability demonstration.

7.1.1 Testability demonstration design example 1. Suppose
contract specifies 7a= 0.90 and it is determined that the system
is essentially unusable if 7 € 0.80. The loss functions (5-2)
with p = I and (5-5) are to be used. The producer has success-—-
fully designed and constructed similar testability equipment
under previous contracts. Field records indicate the specified
testability was achieved for these systems. It is subjectively
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determined that the prior probability of the producer achisving
the specified testability (F/) is 0.73. Freoducer and consumar
independently determine their respective bounds on allowable risk
to be r, = 0,10 and r, = 0.03. Therefore adjusted risks become
ar, = Q.173 and are = 0.20. Table A-1 in Appendixt A contains
values of ar and ar for various test designs (i.e., K and n).
The values of Kk and n which are appropriate for this example are

the smallest k. and n for which both arp, = Q.1IZ3 and ar
0.20. For this case table A-1 indicates K = 49 and n = S3.
7.1.2 Testability demonstration design example 3. Coneider a

situation as in example 1 except that there has been very little
experience with the producer. The least informative prior- in

this case is § =K = 0.30. The adjusted risks are ar, = 0,20

and arn = 0.10. Then from table A-1, E=57 and n = &Z.

R T Testshility demonstration design example Z. Let T =
0,20 and 0 = 0.70 for this example. The risk bound ©.05 for
both producer and consumer is to be used. Assume that the
consumer has had successful associetion with producser. Howsver
because the producer is entering a new application aresa, It is
felt that ¥ should be no higher than ©.60. The adjusted risks
for this case become arp = 0.120 and ar, = 0Q.083. Table &-2
vields the design K = 22 and n = 2Z8.
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listed in the following tables.

Table 8.1. Sensitivity analysis for section 7.1.1 example.
(i = .90, = .80, rp = .03, i, = .10, F = .25, F = .73

(Design sample size n = 58, critical value k = 49)

Monte Carlo Estimates
(1000 Samples)

Frior Mode

Fo

-

P e
7S . 999 L0558 L0000
.77 .997 L0074 L0000
.79 . 994 L0078 L 000
. 81 975 L09T 0 L0001
B3 .918 L0064 009
.85 . 355 L0462 L0005
.87 . 755 L0047 010
.28 . 599 LOZT 0 L0111
.89 614 L0119 L0220
.0 215 L0100 L0119
.91 . 399 L0050 029
.92 . 224 L0011 L0311
73 . OR4 L0000 L0T0
.94 L0015 Q00 L 020

2. Sensitivity analysis for section 7.1.2 example.
(= .90, m = .80, r.= .03, p = .10, = F = .30
ign sample size n = 88, critical value k = 49)

Monte Carlo Estimates
(1000 Samples)

Frior Mode Fo re rp
TS . 799 <O27 0 000
77 .999 L0430 L 000
.7 . 724 L0044 Q00
.31 .97S L0996 L0001
. B3 « IS L0477 004
.85 . 344 L0472 L 0QO09
.87 . 740 L0246 L0021
. 33 .&H78 L0025 022
.39 .97 L0017 L0115
. 0 4973 011 LOZ1
.21 . 5282 LO0Z 03]
.72 212 001 .044
.93 . 037 L0000 031
.24 L0211 L0000 L0022
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8. TEST SENSITIVITY AND COMFARISOM WITH NONBAYESIAN DESIGN

The sensitivity of the Bayes modified minimax approach to
the chosen prior distribution 1s investigated in this section
using Monte Carlo techniques. The effect of using prior informa-—
tion is also evaluated by comparing the test desigrns of Bayves and
classical methods.

8.1 Sensitivity Analysis

Traditionel sensitivity analysis investigates the operation-
al characteristics of the test when improper priors are ussd.
Such analysis 1is almost an academic exerciss with the PBayes
modified minimax risk criterion. It is the mature of minimax
methods to protect against the worst case. Therefore any =situa-—

The FEayes meodified minimax approach anticipates the worst ca
according tao the likelihoods suggested by the prior information.
Thus some sencsitivity can bs expected.

It is wuseful to review motivation for the Bayss modified
approach to test design in order to develop a meaningful ssEnsi-
tivity analysis. Recall that the prior density is s=ldom the

true density of 77 in any application. It seems reasonable that
in most testability applications the contiract specified valus
represents a target. The precise valus of 7T a&achieved by the
design is very likely unknown to the producer. In this sens= 1t
can be regarded as & true random variable. However in any real
application, this random variable will have a very small variance
compared with the conservative prior that 1is actually used
to design the test. For this reason the prior is more appropri-
ately regarded as a weighting useful for meodifying the "absolute"
worst case as defined by minimax methods. It is mare informative
to investigate sensitivity with respect to the type of distribu-
tions which are likely to be encountered in a typical applica-
A trungcated normal is wsed here to represent  the prior
density of 71T. The natural bounds, o= s/ are uszsd to  trup-
zate the normal distribution. It is also more realistic to
consider a relaticonship between the mode and variance of the

prior. For priors with very high mode, e.g., .93, 1t cseems
likely that the density will drop off more rapidly than cases for
which the meode is relatively small. Dtherwise the truncated
normal will have high density values even at ™7 = 1.0 which 1is

unlikely in most applications. In fact when a testability values
such as 77, 1s a design goal it very unlikely that the trues tzst-
ability for the system will be much higher than 77a. This behav-
ior of the prior can be modeled by reducing the prior variance as
the mode of the becomes large. In the sensitivity analyses of
this section a prior with made » has the standard deviation
(before truncation) which is the minimum of .05 and (1 — ™) /3.
The program MONTE listed in appendix C is a Mante Carlo
evaluation of the consumer and producer risks for a given test-
ability demonstration design. This program was used to evaluate
the risk sensitivity for the test situations descritbed 1in the
examples of sections 7.1.1,7.1.2, and 7.1.73. The results are
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Takle 3.73. Sensitivity analysis for section 7.1.7 exampls.
(e = .20, M = .70, rp = rp = .05, E =.40, Fo= .50
{(Design sample size n = 28, critical value k = 22

Monte Carlc Estimates

(1000 Samples)

Frior Mode F Ye Fp
7D . 999 ,092 L0001
.77 . 794 085 L0000
.79 . 995 D074 L0000
.81 .974 L0532 001
.82 734 LOI9 L 002
.85 854 L0246 004
.37 771 LO1T L0048
.83 . 097 L0009 012
« 37 « OO02 . QOS5 L, QO
70O - S0 . 002 L0010
.91 . 247 L0010 L01F
o2 227 elslel L.01Q
I3 . 089 . OO0 . 003
.94 L0013 . OO0 L0068

It 1is evident from the results of the Montz Carlo studies
shown in the above tables that within & very wide range of F
values, the estimated risks are well within the bounds impossd
for the experimental design. It is also evident that the produc-
er risk is very conservative. This result gsesemed sufficiently
conservative that a check on the programs was made by executing
the Monte Carlo program with the prior mode set at the Bayes
modified "waorst case” for both consumer and producer. The prior
variance was set at 0. The resulting Monte Carlo estimated
consumer and producer risks were very consistent with their
respective values 1n the appropriate design tables. This
consistent result sSupports the accuracy of this sensitivity
analysis. It alsoc suggests that the true risks are sensitive to
the prior variance, the larger the priogr veriance, the more
conservative the design. This conclusion is consistent with the
conclusions of section 2, in which it was noted that a less
informative priaor (i.2., large variancs) reguires a smaller
sample size when using existing design criteria. Since the prior
distributicon used for de=sign purposes is in no way representa-
tive of the distribution of T (even if it can be considerzd a
random variable), the conservatism imposed by the Bayes modified
minimax approach seems justified.

3.2 Comparison with NeonBayesian Desians

In order to compare the Bayesian and classical designs it is
necessary to exzamine risk criteria far both cases. The classical
approach can be characterized as & Payes design in which two
"degenerate" priors are used. For the consumer case the prior
loads all probability at 1, . (There is some difference in inter-
pretation of T, between the Bavesian and classical tests as noted
in secticn 4.) For the producer case the classical test loads
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all probability at . Thus the adjusted risks (7-3) of the
Bayes approach are comparable with the classical risks when the
prior density is such that B, = F, = 0,30, There is not a2 per-
fect comparison because the Bayes approach uses & loss function.
Howaver for the loss function used in examples 7.1.1 and 7.1.2
the minimax solutions do not deviate a great deal Ffraom tha=
values 77, and 7. .
Consider a classical fixed sample test of the hypothesis

Hy: m= 90 vs. H :W4.90

Let & (7)) = 0.20 and B(7) = 0.10 be used for the type ard
tvpe II error bounds (which are the respective adjusted risks for
example 7.1.2.) The resulting design is n = 62 with K = 53

which 1s the same as the design for example 7.1.2.

The design for example 7.1.1 can now be evaluated for the
effect of the pricr information. The design for this sxzample is
n = 35 with kK = 44, Use of the prior information resulted in  an
11% reduction in required sample size.
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2. CONCLUSIONS AND RECOMMEMDATIONS

Existing PBaves methods for experimental design are incon-
sistent with respect to influence of the prior information. It
has been shown that a less informative prior can produce a design
with smaller samplez size thanm that of a more informative prior.
This result would be valid if the parameter were actually &
random variable with a distributiaon which can be estimated. In
reality the prior is an expression of ignorance with respect to
the parameter and requires a conservative approach. The notion
of conservatism 1in Bayesian estimation does not carry over to
experimental design.

The Rayves modified minimay risk criterion is introduced +to
‘provide a consistsnt and more realistic approach to experimental
design. This approach greatly simplifies the task of quantifying
prior  information. Tables have been prepared to illustrate the
design method. Every effort has been made here to simplify the
inputs required of the analyst. In particular a very simple form
for the prior density is used. The mathematical structurs of the
Bayes modified approach permits easy extension to more general
prior densities. The extension will of course require greater
sophistication of the analyst and more extensive tables. The
intent here 1is to reduce the complexity of Bayes methods and
hence encourage their use.

The illustrations used in this report serve as examples
only. It is recommended that consideration be given to the loss
functions and prior densities which are adequate for testability
demonstration. If it is determined that more general forms
should be made available, then the program for generating tables
should be modified to include these forms. For example it is not
necessary that the loss tunction and prior density shares the
boundaries (2.g9., e and 1T,) for definition of the furmction.
fleo rather tham a2 uniform shape for <M €M , it is possible
to permit 2 or I levels (1 or 2 steps) in the density function
without a great deal of added complexity.

The problem with existing Bayesian experimental design
methods revealed in this report extends to applications other
tham testability demonstration. Therefore it is recommended that
other BHayesian design applications be reviewsd to the advisabili-
ty of using the Bayves modified minimax approach.
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APPENDIX A

Design Tables
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Table A-1

BAYES MODIFIED MINIMAX RISK
PIEO = 0.90 PIEl = 0.80
LOSS FUNCTION TYPE = 1 POWER = 3.0

K+ O K+ 1 K+ 2 K+ 3 K+ 4 K+ 5 K+ 6 K+ 7 K+ 8
N &0APR .0094 .0245 .0579 .1221 .2298 .3839 .5688 .7497
K__39:aA @___5_3_6 _iiﬁ.___G_ZL,_l.&__,_lQa__,_Oi_l_.__z_&___Q.lo 7
N 51!APR .0038 .0109 .0279 .0643 .1329 .2452 .4024 .5869 .7636
K 39JACR .6852 .5566 .4165 .2839 .1730 .0924 .0436 .0180 .0062
N B52!APR .0045 .0126 .0315 .0712 .1441 .2609 .4208 .6046 .7768
K__40.ACR 6593 ,5278 .3900 .2618 . 1569 .0825 .0387 ,L0159 L0055
N 53!APR .0053 .0145 .0355 .0785 .1558 .2769 .4392 .6218 .7895

K __41:ACR .6330 .5002 .3643 .2408 .1420 .0738 .0344__.0140 .0048
N 54}APR .0063 .0166 .0398 .0862 .1679 .2931 .4575 .6386 .8015
K__ 42 ACR 6064__31@ .3396 .2210 .1282 .0661 .0306 .0124 .0042
N 55/APR .0073 .0189 .0444 .0944 .1804 .3096 .4756 .6549 .8130

K__4 'ACR 5798 . 4463 3159 . 2025 .1;56 .0592 0273 .0110 0037
N 56/APR .0084 .0214 .0494 .1030 .1934 .3262 .4935 .6707

K__44:ACR .5531 .4203 .2932 .1851 .1041 .0530 .0243 .0087
N 587/APR .0036 .0087 .0242 .0548 .1120 .2066 .3429 .5112 .6860

K__441ACR .6527 .5265 .3948 .2716 .1689 .0939 .0476 .0217 .0086
N 58{APK .C042 .0112 .0273 .0605 .1215 .2203 .3597 .5287 .7008

K__45:ACR_.6275 .5002 .3702 .2510 .1538 ,0847 .0427 .0193 .00786
N 591APR .0049 .0128 .0306 .0666 .1314 .2342 .3766 .5459 .7152

K _46IACR _.6020 .4742 .3464 .2316 .1398 .0765 .0383 .0172 .00867
N 60}APR .0057 .0146 .0342 .0731 .1416 .2484 .3935 .5628 .7290
K_471ACR_.5764 .4486 ,3234 .2132 .1268 ,069]1 ,0345 .0154 .0080
N 61APR .0066 .0165 .0381 .0799 .1523 .2630 .4105 .5795 .7424
K__48 ACR ,§§Q§ (4236 _.3014 1959 1152 .0624 ,0310 L0138 0053
N 62}APR .0076 .0187 .0423 .0872 .1634 .2777 .4274 .5957 .7553
K__49:1ACR .5254 ,§991 . 2803 .1797 .1046 .0564 .0278 .0123 . 0047
N 63 }APR .0087 .0211 .0468 .0948 .1748 . 2927 .4442 .6117 .7676

501ACR_.5002 .3754 .260 16 L0951 .0511 .0251 .0110 .0042
N 64}APR .0038 .0099 .0236 .0516 .1028 .1866 .3078 .4610 .6273
K__50Ace _.5981 .4752 .3523 .2410 .1504 .0865 .0462 .0226 .0099
N 65}APR .0044 .0113 .0264 .0567 .1112 .1887 .3231 .4776 .6425

K__51 ACR .5735 .4506 .3301 .2229 374 _.0787 .04 0203 . 0088

N 66}APR .0051 .0128 .0295 .0621 .1199 .2112 .3386 .4941 .6574
: . 5489 5 .3086 .2058 ,1256 .0Q716 .0378 . 0079

N 67 1APR .0059 .0145 .0327 .0679 .1290 .2239 .3541 .5104 .6718
53.AC 5 029 .2881 . 6 . 0344 685 Q7

N 6E81APR .0067 .0163 .0362 .0740 .1385 2369 . 3698 .5266 6859
K 54{A§R 5001 .3800 .2684 ,1755 &lOQQ ,stg .0312 =Q1$9 .0063
N 69}APR .0077 .0183 .0400 .0805 .1484 .2502 3854 .5425 .6995
K _S551ACR .4761 .3576 .2496 .1602 .0961 .0541 .0283 .0134 .0057
N 70}APR .0088 .0205 .0441 .0873 .1586 .2637 .4011 .5582 .7128
K__561ACR .4524 ,3360 .2317 ,1472 .0880 .0494 ,0256 .0121 .0051
N 71/APR .0089 .0228 .0484 .0844 .1691 .2775 .4169 .5736 .7256
K _S571ACR _.4291 .3152 .2147 .1353 .0806 .0450 .0233 .0109 .0046
N 72/APR .0046 .0112 .0254 .0530 .1019 .1789 .2914 .4325 .5888
K__57/ACR_.5236 .4063 .2951 .1986 .1245 .0738 .0411 .0211 .0099
N 73}APR .0053 .0126 .0281 .0579 .1097 .1911 .3055 .4482 .6038
K_58,ACR_.5001 .384 758 . 5 45 .0877 .0375 .0192 .0089
N 741APR .0060 .0142 ,0311 .0631 .1178 .2025 .3198 .4637 .6184
K_D53!ACR_.4769 ,3624 .2573 .1694 .1054 .0620 ,0342 .0174 ,0081
N 75/APR .0068 .0159 .0343 .0685 .1263 .2142 .3342 .4792 .6327

K_60:ACR .4540 .3414 .2397 .1565 .0970 .0569 .0312 .0158 . 0073
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Table A-2

BAYES MODIFIED MINIMAX RISK
PIEO = 0.90 PIE1 = 0.70
LOSS FUNCTION TYPE = 1 POWER = 3.0
K+ O K+ 1 K+ 2 K+ 3 K+ 4 K+ 5
N 25}]APR .0095 .0334 .0980 .2364 .4629 .7288
18 1ACR_.3407 .1935 .0953 .0406 .0141 .0035

N 26(APR .0119 .0399 .1118 .2591 ,4895 .7487
K 191ACR .2865 .1637 .0801 .0339 .0116 .0029

N 275APR .0039 .0147 .0471 .1266 .2821 .5154

K _19ACR .4113 .2 39 7
N 28}APR .0050 .0179 .0550 .1421 .3054 .54086
tAC 3 0573 . .00

N 29!APR .0062 .0216 .0637 .1584 .3250 .B&B0
1!ACR .3214 .1894 .1014 .0487 .0201 .0087
N 30APR .0078 .0258 .0732 .1755 .3526 .5886
K 22:ACR ,2814 .1634 0870 ,0415 .0170 ,0056
N~ 31!APR .0096 .0306 .0834 .1932 .3762 .6114
: 7 0047
N 32!APR .0117 .0358 .0944 .2115 .3997 .6333
K_24!ACR .2134 .1226 .0646 .0304 .0122 .0040
N 33!APR .0141 .0417 .1061 .2303 .4231 .6543
K_25:ACR .1865 .1066 .0558 .0261 .0104 .0Q033
N 34}APR .0051 .0169 .0481 .1185 .2496 .4462
25!ACR . 2679 . 929 .0484 0225 .0089
N 35!APR .0063 .0200 .0552 .1316 .2693 .4690
K_26!ACR .2360 .1433 .0812 .0420 .0194 .0076
N 36!APR .0077 .0235 .0628 .1454 .2892 .4915
K_27!ACR .2084 ,1260 ,0710 .0366 .0168 .0Q65
N 37!APR .0093 .0274 .0711 .1598 .3095 .5136
K_28!ACR .1844 .1111 . 0623 .0319 .0145 .0056
N 38!APR .0111 .0318 .0800 .1747 .3299 .5352
K_29'ACR . 0981 . 0547 . 0279 .0126 .0048
N 39!APR .0131 .0366 .0894 .1903 .3504 .5563
30!ACR . 1452 . 0867 0482 .0244 .0109 .0042
N 40!APR .0051 .0155 .0419 .0995 .2063 .3710
K_30'ACR .2046 .1291 .0768 0425 .0214 .0085
N 41{APR .0061 .0181 .0477 .1102 .2227 .3916
K__31!ACR .1830 .1151 .0882 ,0375 . . 0083
N d42/APR .0073 .0211 .0539 .1214 .2396 .4121
K __32!ACR .1639 .1027 .0606 .0332 .0165 .0073
N 43/APR .0087 .0244 .0607 .1333 .2569 .4325
33! 9 7_.0539 .
N 44!APR .0103 .0280 .0679 .1456 .2744 .4528
t
ACR .1320 .0821 .0480 .0260 .0128 .0055
N 45!APR .0120 .0320 .0757 .1585 .2923 .4729
! 7
N 46!APR .0048 .0140 .0364 .0840 .1719 .3103
]

K_35!ACR .1644 .1068 0660 .0383 .0205 .0100

N 47/APR .0058 .0163 .0411 .0928 .1857 .3286
" 6_.0963 ,0592 .0342 .0183 ,0088

N 48{APR .0068 .0187 .0463 .1021 .2000 .3469

N 49!APR .0080 .0215 .0519 .1118 .2147 .3654
[

K_38.ACR ,1219 .0785 ,0479 ,0274 ,0145 ,0Q069
N 50/APR .0094 .0245 .0578 .1221 .2298 .3839

391ACR _.110 07&9 50432 . 0246 .0129 .0061




APPENDIX B

Listing of the FORTRAN program BMMRSK.FOR and subroutines which
are used to generate design tables for testability demoanstration.
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Cxxx%*This program drives subroutines which compute tables for
Cxxxx¥determining sample size and critical value for the test
CxxxxkHo: pie >= pie0 of the binomial parameter pie. Output
Ckxxxx¥is a table of producer risk/consumer risk at various
Cxxxkxxsample sizes and critical values for the general case and
Cxxxx¥producer risk/max(pieO-pie)*P(X <= crit.val.) for the minimax
CxxxxXcase. Hypothisized probability of success is pie0O and the
Cxxxkxkminimum acceptable probability of success is piel.
COMMON CC(6),C(2,2,2),P(2,2,2),CL(4,6),PL(4,6)
COMMON ICLF, IPLF, ICP, IPP,H1, H2, POWER
DIMENSION AC(20),AP(20),PM(20)
CHARACTER FIRST*4/’+__ _’/,SEC*6/’ >/, THIRD%4/’ __ '’/
CHARACTER BL1xXx10/’ */,BL2%4/’ K+’/
CHARACTER CNx2/’ N°’/,APRx4/’ |APR’ /,CCCXx2/’ K’/
CHARACTER PIEx4/’ |PIE’/,ACR%x4/’ |ACR’ /
INTEGER STEP
Cxxxx*This subroutine is used to choose the desired loss function
CkxxxXand prior distributions.
Cxxxx%XNL and NU are lower and upper bounds of sample size for the
Cxxxxxtable. AL,BL are linear coefficients for determining
Cxxxx*xlower bounds for critical values to be computed
Cxxx%x¥at each sample size (N).
PIE1=1.0
CALL SETUP(RC, RP,PIEQ,PIE1, AL, BL, NL, NU, STEP, ACRMIN)
ICL=AL+BL*NU
DO 50 I=ICL,NU-1
CALL PROBS(NU,I,PIEO,PIEl,PR,CR,PIE)
IF (CR.LT.ACRMIN) GO TO 51
50 CONTINUE
51 NDMAX=I-ICL+1
IF(NDMAX.GT. 20) NDMAX=20
WRITE(16,104) BL1, ((BLZ2,J),J=0, NDMAX-1)
104 FORMAT(A10, 16(A4, I12))
WRITE(16,101) FIRST, (SEC, J=0, NDMAX)
DO 2 N=NL, NU, STEP
ICL=AL+BLx*N
ICU=ICL+19
IF (ICU.GT.N-1) ICU=N-1
ND=ICU-ICL+1
CR=1.0
DO 3 I=1,ND
IF(CR.LT. ACRMIN) GO TO 5
IC=ICL+I-1
Cxxx*x*This subroutine computes the producer risk (PR) and
Cxxxxxconsumer risk (CR) at sample size N and critical value
Cxxxx*IC for pie0 and piel for the general case. It computes
Cxxxxxproducer risk (PR) and max(pieO - pie)*P(X <= IC) for
Cxxxxxthe minimax case.
CALL PROBS(N, IC,PIEO,PIE], PR, CR, PMAX)
PM(1I)=PMAX
AC(I)=CR
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Cxxkx

100
101
102

AP(I)=PR

ND=I-1

Js=1

IF (AP(2).LT. APMIN) J8=2

IF (NDMAX-JS+1.LT.ND) JS=ND-NDMAX+1
ICL=ICL+JS-1

WRITE(16, 100) CN,N, APR, (AP(J),J=JS,ND)
WRITE(16, 100) CCC, ICL, ACR, (AC(J),J=JS,ND)
WRITE(16,102) SEC,PIE, (PM(J),J=JS,ND)
WRITE(16, 101) FIRST, (SEC, J=0, NDMAX)
CONTINUE

FORMAT(AZ, I4, A4,20(X,F5.4))
FORMAT (A4, 21A6)
FORMAT(AS, A4, 20(X,F5. 4))

STOP

END
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Cxx*x*x*This subroutine computes the max producer risk (APR) and
CxxxxXmax consumer risk (ACR).
SUBROUTINE PROBS(N,IC,PIEO,PIEI,APR,CMAX,PMAX)
COMMON CC(5),C(2,2,2),P(2,2,2),CL(4,5),PL(4,5)
COMMON ICLF, IPLF, ICP, IPP, H1, H2, POWER
DIMENSION PM(5)
Cxxx*x*This subroutine computes the cummulative binomial probability
CxxxxxP(X <= IC) = PS.
CALL BIN(IC,N,PIEO,PS,PIC)
APR=PS
CALL BIN(IC,N,PIE1,CS1,PIC)
CC(1)=1.-Cs1
CMAX=CC(1)
PMAX=PIE1
PIE=PIE1
PM(1)=PIE
D=PIEO-PIE1
DPIE=D/2.
Cxxxx%This section of the program is a search for
Chxxxxxmax(Loss(pie) ) *P(X > IC).
8 DPIE=DPIEx2. /3.
DO 1 I=1,2
TPIE=PIE+DPIExI
DD=(PIEO-TPIE)/D
IF (ICLF.EQ.1) DD=DDx*POWER
IF (ICLF.EQ.2) DD=(POWER+1.)*DD**POWER—POWER*DD**(POWER+1.)
CALL BIN(IC,N, TPIE,PS,PIC)
CC(I+1)=DDx*x(1.-PS)
PM(I+1)=TPIE
IF(CC(I+1).LT.CC(I)) GO TO 2
CMAX=CC(I+1)
1 PMAX=TPIE
IF(DPIE.LE.0.00001) GO TO 4
PIE=PIE+DPIE
CC(1)=CC(2)
PM(1)=PM(2)
PMAX=PM(1)
CMAX=CC(1)
2 IF(DPIE.GT.0.00001) GO TO 8
4 RETURN
END
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CxxxxxThis subroutine sets up loss functions and prior distributions
Cxxxkxkfor the MAXRISK case. It also sets lower and upper bounds for
Cxxxkksample size and critical value for computations.
SUBROUTINE SETUP(RC, RP, PIEO, PIE1, AL, BL, NL, NU, STEP, ACRMIN)
COMMON CC(5),C(2,2,2),P(2,2,2),CL(4,5),PL(4,5)
COMMON ICLF, IPLF, ICP, IPP,H1,H2, POWER
INTEGER STEP
OPEN(UNIT=16,FILE="MAXRSK.DAT’, STATUS="NEW’ )
PRINT*, > ENTER MIN SAMPLE SIZE, MAX SAMPLE SIZE AND STEP’
PRINTx,’ SIZE FOR TABLE’
READ(5, %) NL, NU, STEP
print*,’ enter minimum APR and minimum ACR for table’
READ(5, x) APRMIN, ACRMIN
PRINTx,’ ENTER pieO,piel’
READ(5, *x) PIEO,PIEl
DO 10 IL=NL-1,1,-1
CALL PROBS(NL, IL,PIEQO,PIE1, PR, CR,PIE)
IF(PR.LT. APRMIN) GO TO 11
10 CONTINUE
11 DO 12 IU=NU-1,1,-1
CALL PROBS(NU, IU,PIEO,PIEl,PR,CR,PIE)
IF(PR.LT. APRMIN) GO TO 13

12 CONTINUE

13 UN=NU-NL
BL=(IU-IL)/UN
AL=TU-BL*NU

PRINT*,’ ENTER TYPE OF CONSUMER LOSS FUNCTION FOR’
PRINT*,’ piel < pie < pie0Q’
PRINT*,’ 1 = (PIEO-PIE)*XPOWER’
PRINT*,’ 2 = S SHAPE’
READ(5, %) ICLF
PRINT*,’ ENTER POWER FOR LOSS FUNCTION SHAPE’
READ(5, x) POWER
WRITE(16, 102)

102 FORMAT(’ BAYES MODIFIED MINIMAX RISK’)
WRITE(16,101) PIEO,PIEl

101 FORMAT(’ PIEO =’,F5.2,’ PIE1l =’,F5.2)

30 WRITE(16, 100) ICLF, POWER
100 FORMAT(’ LOSS FUNCTION TYPE =’,I2,’ POWER =’,F4.1)
RETURN
END
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Cxxx*%*XThis subroutine computes the cummulative binomial procbability

Cx%kxk*XP(X <= KK) = PSS at sample size N and probability of success

CkXkkXpie.
SUBROUTINE BIN(KK, N, PIE, PSS, PK)
REALX16 PS,PI,PI1,P
K=KK
P=PIE
IF (NxPIE.LE.KK) GO TO 3
K=N-KK-1
P=1. -PIE

3 PS=(1.-P)*xN
PI=PS
DO 1 I=0,K-1
PI1=PIXP*(N-I)/{((I+1.)%(1.-P))
PS=PS+PI1

1 PI=PI1

PK=PI
PSS=PS
IF (NX¥PIE.GT.KK) PSS=1.-PSS
RETURN
END
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APPENDIC C

Listing of the FORTRAN program MONTE.FOR which was used as a Monte
Carlo evaluation of sensitivity in section 8.
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PRINTx*,* ENTER RANDOM NUMBER SEED’
READ(5, x) ISEED

10 PRINTx,’ ENTER PIEO, PIEl’
READ(5, x) PIEO,PIEl
PRINT*, > ENTER POWER OF CONSUMZR LOSS FUNCTION’
READ(5, x) POWER
PRINT*,’ ENTER STAND. DEV. OF PRIOR’
READ(5, x) SIG
PRINT*,’ ENTER N,K’
READ(5,x) N,K
PRINT*,’ ENTER MC’
READ(5, x) MC
PRINT*,’ ENTER LOWER AND UPPER PRIOR MODE, STEP’
READ(5, x) SM, UM, STEP
IF(UM.EQ.0.) STOP
NN=(UM-SM) /STEP
PRINTx,’® PIEO =’,PIEO,’ PIE1 =’,PIE1,’ N =’,N,” K =",K
PRINT*, > MODE PO RC RP’
DO 100 II = 1,NN
AVE=SM+II*STEP
STD=MIN(SIG, (1.-AVE)/3.)
P0=0.
P1=0.
D=PIEO-PIE1l
C2=0.
AN=0.
RN=0.
DO 1 I=1,MC

13 U = RAM(ISEED)
U=ABS(U)

T=SQRT(-2.*ALOG(U))
X=T-(2.30753+.27061%T)/(1.+.99229%T+. 04481%TXT)
B=RAN( ISEED)
IF(B.LE.0.50) X=-X
X=STDxX+AVE
IF(X.GT.1.0) GO TO 13
IF(X.LT.PIEO) PO=PO+1.
KK=0 o
DO 2 J=1,N
U=RAN( ISEED)
IF(U.LE. X) KK=KK+1

2 CONTINUE
IF(KK.LE.K) GO TO 11
AN=AN+1.
IF(X.GE.PIEQO) GO TO 1
COST=1.
IF(X.GT.PIE1l) COST=((PIEO-X)/D)**xPOWER
C2=C2+COST
GO TO 1

11 IF(X.GE.PIEQO) P1i=P1+1.
RN=RN+1.

1 CONTINUE
PR=P1/MC
CR=C2/MC
PO=PO/MC
PRINTx*, AVE, PO, CR, PR

100 CONTINUE
GO TO 10
END 40-35
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CHAPTER 1
CRYSTALLINE SILICON ELECTO-OPTICAL WAVEGUIDES

Introduction

Silicon, as an electronic substrate, sparked a technological revolution that
allowed realization of very large scale integrated circuits. Silicon, as a me-
chanical substrate, promises to spark another technological revolution that
will allow the realization of integrated photonic circuits. 1

This work is a continuation of the research initiated by Prof. Lionel Friedman of Worcester
Polytechnic Institue and Richard Soref and Joseph Lorenzo of the Rome Air Development
Center at Hanscom Air Force Base in the field of silicon integrated optics. In their paper,
Friedman, Soref and Lorenzo 2 proposed a number of novel longitudinal and transverse
electro-optic modulators devices using silicon. Soref and Lorenzo have published articles on
their work in silicon integrated optics, and many of the equations used in the mathematical
modeling of the waveguides are based on their earlier findings on the optical properties of
crystalline silicon. 3 4

Silicon as an Optical Media

Unlike fiber optic cables which propagate signals many kilometers, integrated optical
waveguides need carry a signal only a few centimeters. Consequently, media that have
been rejected in fiber optic applications may have practical applications in integrated opti-
cal circuitry. The most studied material in the field of integrated optics is probably LiBNO;
5 because it exhibits a strong linear electro-optic effect. ¢ But silicon is also an attractive
material for integrated optics research. Soref and Lorenzo have noted two advantages: 7

1. Many of the processes developed for the Si electronics circuit industry can be applied to
Si optical devices.

Ronald Levy, “Integrated Photonic Devices on Silicon”, Solid State Technology, November, 1988, p. 81.

[

Lionel Friedman, Richard Soref and Joseph Lorenzo, "Silicor Double-injection Electro-optic Modulators with Junction

Cate Control”, Journal of Applied Physics, March 15, 1988, p. 1831-9.

For example, see Richard Soref and Joseph Lorenzo, “All-Silicon Active and Passive Guided-Wave Components tor 1 2 uh{

and 1.6 uM Wavelengths”, IEEE Journal of Quantum Electronics, Vol QE-22, June 1986, p. 873.

4 Richard Soref and Brian Bennett, “Efectrooptical Properties in Silicon”, 1EEE Journal of Quantum Electronics, January,
1987, p. 123-8.

? For example, "LiBNQO; High Speed Traveling Wave Electro-optic Waveguide Devices,” A. R. Beaumont et al. or "High
Sensitivity Band-pass rf Modulators in LiBNO3,” G. E. Betts, from the SPIE Conference in Boston, MA, vol. 993 September
7-9, 1988.

" Leon McCaughan, short course SPIE Conference, “Advanced Guided-wave Integrated Optic Devices,” September 6. 1988,

p. 3 class notes.

-

7 Richard Soref and Joseph Lorenzo. "AH-Siticon Active and Passive Guided-Wave Components for 1.3 uM and | 6 ulM
Wavelengths”, IEEE Journal of Quantum Electronics, p. 873
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2. High speed Si electronic circuits can be combined monolithically with Si guided-wave
devices in an optoelectronic integration.

Other researchers have also noted the optical properties of silicon as an optoelectronic media.

Silicon is a unique substrate for planar and channel waveguide structures. It
is widely available, inexpensive, chemically stable, and mechanically rugged.
A sophisticated materials and process technology is already in existence.
When polished or oxidized, its surface is ideal for film growth by deposi-
tion processes. Smooth topographic channel and ridge structures are readily
formed by anisotropic etching. It is a good photodetector material and lends
itself to monolithic integration with microelectronic circuits. 8

Refractive Index Changes in Silicon

Unlike LiBNO;, silicon does not exhibit a linear electro-optic (Pockel’s) effect; therefore,
smaller effects such as the Kerr effect, must be utilized in silicon optical switch design. Soref
and Lorenzo have designed and built simple silicon electro-optic switches using the free carrier
injection to induce a change in the index of refraction of the waveguide. °

To create an electro-optic modulator in silicon, one would need the ability to move electrons
and holes around a confined waveguiding region to induce a carrier refraction effect. If a
sufficient concentration of charge carriers can be injected or depleted, then the refractive
index of the waveguide will be altered by An. An electro-optic modulator to phase modulate
optical signals can be designed using index of refraction changes induced in the waveguide.

In design, “waveguide width, depth and refractive index (difference) between the waveguide
and substrate are three parameters that control the waveguide properties (and) can be sepa-
rately controlled in fabrication.” 10 The physical dimensions of a waveguide cannot be changed
but there are different effects, such as polarization, electro-optical and acousto-optical effects,
which can contribute to a change in the index of refraction of a material. Therefore, the optical
properties of a medium may be manipulated to design waveguide modulators and switches
for optical communications. 1 Our goal was to model a novel silicon waveguiding structure
where a sufficient change in the electron and hole concentrations in the waveguiding region
could be modulated by an external applied voltage. Building on earlier work from Soref and
Bennett, large electron ( AN;) and hole ( AN,) changes induce a refractive index change of
An = ( 001, sufficient to create a Mach-Zehander Interferometer.

Numerical Methods

The earlier study on evaluating silicon integrated optic devices was made using a one dimen-
sional model, meaning that certain assumptions were made to simplify the analysis: namely,
waveguide models were analyzed assuming one-dimensional planar-current flow, diffusion
currents were neglected and simplified treatment of recombination effects was employed. !2

* Fred Hickernell, "Optical Waveguides on Silicon”, Solid State Technology, November, 1988, p. 83.

® J. P Lorenzo and Richard Soret, “ 1.3 uM Electro-optic Silicon Switch”, Applied Physics Letters, vol 51, July b, 1987, p
6.

" R. C. Alferness, "Optical Guided-wave Devices”, Science. November 14, 1980, p. 825,

" Amnon Yariv and Pochi Yeh, Opticat Waves in Crystals, (Wiley and Sons, New York, 1984), p. 220,
1”2

Lionet Friedman. "Proposal To Air Force Office of Scientific Research”, Research Initiation Program, December, 1987, p
B




The goal of this research is to design and analyze a more complete model of silicon waveguide
structures. The silicon waveguide model was designed and characterized using PISCES 1IB, a
two dimensional semiconductor device simulation program developed at Stanford University.
PISCES 1IB solves Poisson’s equation and the continuity equations for electrons and holes
to obtain the voltage potential, electron, hole and current density distributions for a given
device geometry and set of doping and biasing conditions.

Using the electron and hole concentration data from the PISCES IIB simulation solutions,
the predicted optical properties of the device were calculated. The refractive index changes
at 1.3 uM and 1.55 uM wavelengths were calculated from data provided by Richard Soref,
13 and the index change information was used with a two dimensional representation of the
cosine overlap integral to calculate the effective index change over the waveguiding region of
a semiconductor.

A simple two terminal MOS diode was used to test the accuracy of the PISCES IIB solutions.
Since single and double injection MOSFETs are also insulated gate structures, this simple case
provides a strong foundation for analyzing more complex geometries.

Three terminal metal-oxide-semiconductor field effect transistors (MOSFETs) and double in-
jection field effect transistors (DIFETs) were investigated to see if the free carrier concentrations
could be manipulated in a useful manner. Maximum current densities within the device were

limited to approximately 2,000 A/cm? for carrier injection into the semiconductor plasma.
Also designs requiring excessively high bias voltages to inject or deplete electron and hole
concentrations were rejected.

Paper Qutline

This work combines two areas of study: semiconductor physics and wave propagation theory.
We are using a modeling program that incorporates classical semiconductor theory, Poisson’s
equation and the continuity equations, to model semiconductor optical waveguiding structures
in silicon under various biasing schemes. The paper is separated into four sections:

® Test cases: MOS diode.

* Single injection Transverse MOSFET Analysis.

® Double injection Transverse MOSFET Analysis.

® Double Injection Longitudinal DIFET Analysis.

A more detailed report on this work including PISCES IIB theory of operation, semiconductor

theory, optical theory and more test cases can be found in the thesis by the present author
(Worcester Polytechnic Institute, 1989).

'Y Private correspondence to Prof. Lionel Friedman, May 11, 1988,
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CHAPTER 2
TEST CASE: MOS DIODE

2.1 MOS diode

A MOS diode has a number of advantages as a waveguiding structure. Since the gate is
insulated, there is no current through the device and it can be constructed on any type of
media with a refractive index less than silicon. However, the waveguiding region will be a
very thin area because an insulated gate will not be able to deplete electrons or holes outside
of the calculated depletion width. The same restriction also applies when the MOS diode
is in accumulation; large concentration changes are possible only in thin (submicron) layers
beneath the insulated gate region. Since our work is concerned with single mode optical
waveguides, thin waveguides are not a restriction.

Sufficient bias on the gate electrode of the MOS diode will attract and deplete the electrons
and holes beneath the insulating layer. If the concentration changes are great enough, then
the index of refraction will be altered.

The maximum refractive index change is the peak change in the entire waveguide. It does
not necessarily indicate that the device is suitable for optical waveguiding but it is a good
indication as to whether large concentrations can be modulated within a device structure.
The effective refractive index change, An,s;, averages the refractive index changes over a
particular area of the device using the cosine overlap integral. It is an effective method for
comparing two dimensional waveguides.

Based on this simulation, a third order index (10‘3)change can be expected when a MOS
diode is biased to either + or - 25.0 volts from equilibrium.

2.1.1 Device Description

The device was simulated using a very simple grid because, if fringe effects are neglected, the
device is a one dimensional structure. The solution would not have been more accurate if
more points were added.

The entire device is 10 uM wide and 2.1 uM deep. The top 0.1 uM is oxide. Under the oxide
layer is a 0.25 uM strip of silicon uniformly doped 2.0z1017 cm~3 p type. The rest of the device
structure is highly doped ( 1.3z101? cm=3) p+ type.

The electrodes are neutral ohmic contacts. Since there is essentially no current through an
insulated structure like a MOS diode, the solution was found using a Gummel method. It
was solved only for holes since the electrons are in such small quantity.




Figure 1: MOS Diode Diagram
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2.1.2 Program Summary

The following PISCES IIB programs were run to characterize the device:

* CPW10 Define device and solve initial solution.

e CPW11 Forward bias gate electrode from 0 to 25.0 volts.

e (CPWI12 Reverse bias gate electrode from 0 to -25.0 volts.

e (CPW13 find voltage, electron and hole concentration when vl= 25.0, v2=0.
¢ CPW14 find voltage, electron and hole concentration when v1=-25.0, v2=0.
e CPWI15 find voltage, electron and hole concentration when vi= 1.0, v2=0.

e CPW16 find voltage, electron and hole concentration when vl= -1.0, v2=0.

See contour plot CPW10_THREED_DOPING for contour plot dimensions.

2.2 MOS diode Theory

Using Sze’s Semiconductor Devices as a guide, we can calculate the voltage needed for in-
version from the initial doping concentration. !

kT

Vs(tnv) ~ 2—q—— In( Na

=) 21

ny

where

¥.(inv) is the inversion voltage.

“T is 0.0258 eV at 300 K.

N, is the impurity concentration cm~3,

n; is the intrinsic concentration cm=3.

'S M. Sze, Semiconductor Devices Physics and Technology, (Wiely & Sons, New York, 1985), p. 191.
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For a doping concentration of N, = 2.0210'7 cm—3, the voltage needed for surface inversion
is:

2.0z1017
Pelinv) = 2+%0.0258 « In( ————== 2.2
(ine) (1.45z1010)
Us(inv) = 0.8483 ¢V 2.3
The calculated depletion width is approximately, 2
zfsws (inv)
Wm = et 2.4
™ qNa
where
W is the maximum depletion width.
¢s is the permittivity 11.9 * 8.85x10~ 14 F/cm.
Solving for Wm:
-14
W = \/2 +11.9%8.85z10 * (0.8483 95
1.602z10~19 « 2.0z1017

Wpm = 0.0747uM. 2.6

2.3 Equilibrium

Usually a contour plot of the electron concentration was not made because the electron
concentration is so small (except for the forward bias case). Contour plot CPW10_THREED_P
is the plot of the hole concentration in the device. The lower doping contours on the left are
the oxide layer/p boundary and the higher doping contours are the p/p+ boundary. The gap
between the two is the lower doped waveguiding region. CPW10_N and CPW10_P are the
three dimensional plots of the electrons and holes while CPW10_V is the plot for the voltage
potential at equilibrium. The electron and hole concentrations in cm~2 are logarithmic in the
z axis and linear in uM along z and y directions. From the hole plot, CPW10_P, the region
along the y axis is the 0.1 uM oxide layer and the “stair” is the lower doped 0.25 uM p region.
Note on the electron plot, CPW10_N that there is a slightly higher concentration of electrons
under oxide layer. This is the resuit of the built-in voltage.

2.4 Positive Biasing of Gate Electrode

CPW15_V is a three dimensional plot of the voltage potential when the gate is biased to
one volt. A small apvlied voltage depletes holes without attracting a large concentration of
electrons.

The contour plot of the holes, CPW15_THREED_P, shows that the hole concentration has

changed from 1.0z10'7 to 1.0z10'® under the oxide layer. However, this is only a very thin
strip (less than 0.025 uM). The change in hole concentration induces a maximum refractive
index change of 2.48e-4 at 1.3 uM and 3.51e-4 at 1.55 uM when the gate is biased to +1.0
volts.

2 1bid.,.




A positive forward bias of 25.0 volts (CPW13_V) attracts a large concentration of electrons
(CPW13_THREED_N) under the oxide layer. Compared with equilibrium (CPW10_THREED_
P), the hole concentration is shifted away from the oxide so that a low density of holes
(CPW13_THREED_P) is left.

At 25.0 voits, the increased electron concentration causes a maximum index change of 2.186e-
3 at 1.55 uM (CPW13_INDEX_155) and 1.545¢-3 at 1.3 uM (CPW13_INDEX_13). However,
the index change created from the accumulation of electrons is somewhat negated by the
depletion of holes. Graph CPW13_INDEX_13_5 is a one dimensional slice of the index change
vs distance into the MOS diode. The cpw13_13 line shows the region under the oxide layer
with the extra electrons but it also highlights a secondary effect; the accumulation of holes
away from the oxide region. This would cause a slight increase in the refractive index and
results in even better light confinement.

2.5 Reverse Biasing of the Gate Electrode

The three dimensional plot CPW16_V is the plot of the voltage potential with the gate nega-
tively biased to -1.0 volt. Since a negative voltage repels electrons, the electron concentration
is negligible. Comparing the two hole contour plots (CPW10_THREED_P at equilibrium and
CPW16_THREED_P at -1.0), there is only a slight difference between them. Examining the
data files, the hole concentration changes from 1.4397z1017 cm~=3 to 2.8119z10'7 cm~2 under
the oxide layer.

The index change is slightly larger for accumulation than depletion. The contour plots CPW16_
INDEX_13 and CPW16_INDEX_155 are contour plots of the refractive index change when the
gate bias is changed from 0 to -1.0 volts and the maximum index change at 1.55 uM is -4.36e-4
and -3.08e-4 at 1.3 uM.

Reverse biasing the gate to -25.0 volts (CPW14_v) causes a large increase in the hole concen-
tration under the oxide layer. Unlike the depletion case, the electron concentration remains
minimal.

A contour plot of the holes, CPW14_THREED_P, shows an increase to 1.0z10'8 cm=3 of holes
under the oxide layer. The maximum predicted index change at 1.3 uM is -4.688e-3 and
-6.641e-3 at 1.55 uM.

Graph CPW15_INDEX_13_5 is a summary of the change in refractive index vs distance in
the MOS diode due to attraction or depletion. Note that attraction is a larger effect and
that the only index change is directly under the oxide layer. Combining the two effects,
attraction and depletion, two index change contour plots were created (CPW17_INDEX_13
and CPW17_INDEX_155) with a gate voltage changed from -1.0 volt to +1.0 volt; the idea
being that the index change from the depletion of holes and attraction from the holes would
add together. However, this is not the case because the index change based on the change in
hole concentration is not a linear effect but depends on a factor of 0.8. There is an increase
but not as large as hoped.
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2.6 Results and Discussion

Below is a summary of maximum predicted refractive index change due to change in gate
voltage.

Table 1: Summary of Peak index change vs change in gate voltage for MOS Diode

titie Initial gate Final gate An(1.3) An(1.55)
CPW13 0.0 25.0 -1.545e-3 -2.186e-3
CPWi14 0.0 -25.0 -4.688e-3 -6.641e-3
CPW15 0.0 1.0 0.248e-3 0.351e-3
CPW16 0.0 -1.0 -0.308e-3 -0.436e-3
CPW17 -1.0 1.0 0.484e-3 0.686e-3

Based on the predicted electron and hole changes from the PISCES IIB simulations, one can
expect third order index changes from a MOS diode when the bias is changed from 0 to +/-
25.0 volts. Both a positive or negative 25.0 gate voltage induce a negative index change. A
pure depletion effect, where the electrons are depleted beneath the gate without a significant
accumulation of holes, was not pursued because the largest index possible in depletion is
from 2.0z1017 cm~3 holes; still a -4 order result.

From the PISCES IIB analysis of the MOS diode, one can draw the following conclusions:

Large index changes are possible when the gate voltage is above the inversion voltage.

Accumulation (negative gate voltage) seems to be the larger effect because the electron
and hole concentrations changes do not cancel each other out.

A slightly larger index change from depletion would result if the MOS structure was n
type instead of p type. Then negative biasing would attract holes and deplete electrons.
Since holes cause a larger index change, the predicted index change would be larger.

The push-pull effect, changing from a positive to a negative voltage, seems to improve
the index change. However, if the index change is based on the change in the hole
concentration then it is not a linear change.

The index change region is very small, less than 0.1 uM. Increasing the p region doping
would decrease the depletion width and make that region even smaller.

Decreasing the doping would mean that it would take an even higher voltage to get a
hole concentration of 1.0z10!8 under the oxide layer.

The MOS diode has the advantage of using an applied electric field to induce electron and
hole changes so that current density and power dissipation are not limiting consideration.




CHAPTER 3

SINGLE AND DOUBLE INJECTION TRANSVERSE
SILICON MOSFET WAVEGUIDE STRUCTURES

3.1 Introduction

Based on the papers presented on waveguide modulators at the recent SPIE conference in
Boston, ! a silicon MOSFET device is a novel approach for phase modulating light signals.
Richard Soref’s designs for MOSFET optical structures were used as a guide to create single
and double injection MOSFET structures. 2 A single injection structure injects only holes
or electrons into the waveguiding region while a double injection device injects both holes
and electrons. Above the middle of the device is an oxide rib which forms an insulated gate
contact. A voltage potential on the insulated gate modulates 155, the drain to source current,
and the charge distribution. The result is a phase modulator in the zy plane such that light
propagating along the z axis (into the page) will be phase modulated by changes induced in
the refractive index of the waveguiding region.

Unilike the longitudinal DIFET { structures described later in this report, current density is a
limiting factor because the drain and source contacts are separated only by the waveguide
width. The distance between contacts is an important design consideration since, for a given
biasing condition, the current density is inversely proportional to the separation between the
drain and source contacts. The current flow from the drain-source is perpendicular to the
direction of light propagation. Since both the gate and substrate contacts are insulated, there
are no electrons or holes swept out by either contact. An analysis of a MOSFET also differs
from a DIFET because short channel effects must be taken into consideration.

Using the PISCES IIB semiconductor simulation program, the electrical behavior of the MOS-
FET can be analyzed. The electron and hole concentrations are then used to calculate the
predicted optical properties of the device.

3.1.1 Device Description

A number of different MOSFET geometries were simulated. The width of the simulated
device (6 or 14 uM) depends on whether a 2 uM or a 10 uM insulated gate was simulated.
The MOSFETs are 4.1 uM thick and the top 0.1 uM above the waveguide region is the oxide
layer between the waveguiding region and the gate electrode. The 0.1 uM above the drain
and source regions is an insulating material, such as air, with an index of refraction of 1.0.
The gate contact is centered on the device and the drain and source regions are 0.5 uM wide
and 0.5 uM deep, 1.0 uM from the gate. The channel region is 2.0 uM deep along the whole

' SPIE Conference on Fiber Opitcs, Optoelectronics and Laser Applications, vol. Y85 to Y99, Boston, MA, September 6-10),
1988.

Z Richard Soref, “Notes on Silicon Triodes”, private memo, January 19, 1988
1t Double Injection Field Effect Transistor




device and the entire structure is on top of a 2.0 uM oxide layer. The waveguiding region
is bounded top and bottom by the insulated gate and oxide substrate. The two oxide layers
will insure that the lightwave is strongly confined and symmetric in the y direction. Along
the z direction, the waveguide will be bounded on either side by the heavily doped drain and
source regions. the dopant regions should decrease the refractive index by ~0.001; sufficient
for light confinement.

Figure 2: MOSFET waveguide structure
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The drain is doped 1.3z101? cm~3 p-type and the source is doped 1.3z1019 em~3 either n+ or
p+ depending on whether single or double injection was used. The waveguide doping con-
centration ranged from 1.0z10!4 to 5.0z1017 cm=3 depending on the program. The electrodes
are neutral ohmic contacts except for the gate which is aluminum. Simulations were run
without recombination effects (ideal) and with Schockley-Reed-Hall (SRH) recombination. In
this way, the effects of recombination can be fully analyzed.

Below is a summary of the MOSFETs simulated.

Table 2: Summary of MOSFET device Structures

title source (cm~Y) channel (cm~3) gate width { pM) drain (cm~3) recombination
MOFS50 1.3z10"% p + 1.0z10" n 20 1.3z10"% p+

MDF70 1.3210"° p + 1.0z10™ n 10.0 1.3z10"% p +

MDF90 1.3z10"% p + 5.0z10" n 2.0 1.3z10" p+

MDF 100 1.3z10"° p+ 1.0z10™ n 2.0 1.3z10'% p+

MDF120 1.3z10"° n+ 1.0z10" n 10.0 1.32z10'° p+

MDF 140 1.3210" n+ 1.0z10" n 10.0 1.3z10"% p+ SRH

MOF200 1.3z10% p+ 1.0z10'% n 10.0 1.3z10' p +

MDF220 1.3z10% p + 1.0z10"% n 10.0 1.3z10" p+ SRH
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3.1.

2 Eariy Test Cases

MOSEFETS MDEF5(0, MDE70, MDF90 and MDF100 are early test cases that will not be discussed
in great detail. Although, these simulations did not include recombination effects, they were
used to draw initial impressions about the waveguiding possibilities of a MOSFET device. In
particular:

3.2

There is a trade-off between the concentration of holes attracted to the gate region and
current density of the device. In order to create a large index change, concentration
changes should be on the order of 1.0z1018 cm=3. However, the current density exceeds
2000 A/cm? before that injection level.

Comparing the various biasing schemes, one would expect that the larger voltage differ-
ences would create the larger index changes. However, this is not always true because a
positive bias on the gate electrode, will not only deplete the waveguide of holes, but also
attract a high concentration of electrons. The two effects, depletion of holes and accu-
mulation of electrons, cancel out the expected double injection change in the refractive
index.

For a single injection MOSFET, a wider gate region (10 uM vs 2 uM) produces the same
refractive index change at a lower current density. Therefore, higher refractive index
changes are possible if the device has a high gate width to waveguide depth ratio.

High initial waveguide doping concentrations will not be suitable for electron and hole
injection.
For an insulated gate waveguide structure, the effective index change is not significantly

altered when the waveguide is 2.0 uM thick. However, if we only consider the 0.1 uM
under the gate region then the effective index changes vs gate voltage will be significant.

Index Change Vs. Electron and Hole Distribution Changes

The index of refraction has both real and imaginary components: 3.

N = n+ix 3.1

The extinction coefficient, «, is defined: 4

K = — 3.2

where

a is

Ais

the absorption coefficient.

the light wavelength.

IT

S. Moss, Optical Properties of Semiconductors, {London, Butterworths Scientific Publications, 1959), p 2

4 Solomon Musikant, OEtical Properties, {(Marcel Dekker, New York, 1985), p. 7
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In silicon, changes in the real component of the refractive index, 4n, can be calculated using
data from Richard Soref. 5 . For analysis, the electron and hole concentrations at each zy
data point in the PISCES IIB mesh are compared with concentrations under a different biasing
condition. The electron and hole difference at each zy point is put into an index change data
table and multiplied by the index change constant. Two refractive index change plots are
necessary because silicon has different optical constants at A=1.3 uM and A=1.55 uM. ¢ At
1.3 uM wavelength, the predicted refraction effect is

Ang(1.3) = -6.2z10"22AN, 3.3
Any(1.3) = —6.0z10"18(aN, )08 34
while at 1.55 uM wavelength,
Ang(1.55) = —8.8210"22AN, 3.5
Any(1.55) = -8.5210"8(aN, )08 356

There is a linear relationship between the index of refraction and the electron concentration
but a nonlinear relationship between An and the hole concentration. Since the index change
constants are negative, electron or hole injection will decrease the refractive index while depletion
will increase the refractive index.

Finally, the refractive index changes due to the change in electron concentration and change
in hole concentration at each zy mesh point are added together to form the total refractive
index change profile.

4an = 4dne+ Anp 3.7

There are two methods to compare the refractive index information. One is the maximum
index change, Anmaz, vs. gate voltage at 1.3 uM and 1.55 uM wavelengths. This is the peak
refractive index change calculated within the device due to a change in the applied gate voltage.
The maximum index change is a good measure of how well charge can be manipulated in
a device structure but is not necessarily an indication how well a device will act as a phase
modulator.

The second method is to calculate the effective index change, 4n, s, which averages the index
changes over the waveguiding area. The effective refractive index change is defined: 7 .

Zr (Yh 2
Tt Ye "p(x’ y)l an(zl y)dxdy

Ty (Yn 2
[\ (z, ) Pdady

Anesf =

where
¥(z, y) is the electric field distribution.
An(z,y) is the change in the refractive index.

3 Richard Soref and Brian Bennett, “Electrooptical Effects in Silicon’. 1EEE Journal of Quantum Electronics, Vol QE-23,
January, 1987, p. 127

" Private correspondence to Prof. Lionel Friedman, May 11, 1988,

7' M.] Adams, S. Ritchie and ]. ]. Robertson, "Optimum Overlap of Electric and Optical fields in Semiconductor Waveguide
Devices”, Applied Physics Letters, March 31, 1986, p. 820
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The electric field distribution inside the waveguide is a product of cosines. If only single mode
waveguides are considered then equation electric field can be expressed as

Wz, = O cos(“—o(;;—”‘—'vz)cos(%ﬂzry ) 3.9
where
C, is the normalization constant,
Xg,Yg are the center of the waveguide,
dx,dy are the length/2,width/2 of the waveguide,

Uy is the boundary value calculated from the refractive index at the = boundaries for a given
wavelength,

and Uy is the boundary value calculated from the refractive index at the y boundaries for a
given wavelength.

The integral limits are the defined boundaries of the waveguide in the z and y direction. For
a MOSFET, the limits in the z direction are the edges of the source and drain regions at 1.0
uM and 13.0 uM and the y axis boundaries are the oxide layers.

3.3 Optical Waveguide Dimensions
The numerical aperture, N 4, is a measure of the light gathering power of a waveguide, defined

by9

NA = n%—n% 3.12

where
nq is the refractive index of the waveguide region,
and n; is the refractive index of the outer boundary region.

A waveguide can support a number of modes depending on the wavelength of the light,
numerical aperture of the waveguide defined: 10

v = N4 313
A
where
V is the normalized waveguide width or normalized frequency,
X is the wavelength,

and 2a is the guide width.

? ¥ Suematsu and Ken-Ichi Iga, Intraduction to Optical Fiber Communication, {Wifey & Sons, New York, 1982), p. 18
0 E'_d' P 23
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In a two dimensional waveguide, the maximum number of supported modes, Ny, is defined:
n

1
N ~ 2v2 3.14

The cut-off wavelength is defined as the wavelength, Ay, at which any shorter wavelength
results in a multimode waveguide. 12 The cut-off condition is the point when the waveguiding
region and cladding boundary no longer maintains total internal reflection. At 1.3 uM, the
maximum waveguide diameter for single mode operation can be calculated.

Using the high frequency dielectric constant for silicon, 11.8, and taking the square root,
a silicon waveguide would have a refractive index of nl = 3.4351. '3 Assuming an index
change, An, of 0.001 and using equations 3.12, 3.13, and 3.14, then the maximum waveguide
size can be calculated.

The numerical aperture is found to be:

NA = \/3.436102—3.43512 3.15
NA = 00824 3.16
At ) = 1.3 uM,

2
2405 > V = %NA 3.17

2.405 « 1.3
2q < 2A05x13uM .
m * 0.0824

2¢ < 12078 uM  3.19

Anything greater than 12.00 uM will resi:** in a multimode waveguide at the 1.3 uM wave-
length.

3.4 Analysis Method

1. Design MOSFET structure using PISCES IIB semiconductor simulation programs.
2. Analyze the electrical characteristics of the semiconductor.

3. Gather data on electron, hole and current density distribution for different biasing con-
ditions.

4. Calculate the change in the refractive index at each mesh point.

5. Use the overlap integral to calculate the effective index change in the waveguide region
of the device.

"' Dietrich Marcuse. Theory OF Dielectric Optical Waveguides (Academic Press New York, 19748 p 7o
" Lenn Hutcheson. Integrated Optical Circuits and Components. (Marcel Dokker, New York, 1987}, p 19
"’ Charles Kittel Introduction to Solid State Physics (Wiley & Sons. New York, 1986), p 207
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CHAPTER 4
SINGLE INJECTION TRANSVERSE MOSFET OPTICAL WAVEGUIDE

4.1 Introduction

A single injection MOSFET is a simpler design than a double injection MOSFET because there
is only one injected carrier, either electrons or holes, that can alter the refractive index of the
waveguide. In a transverse design, the light ray travels in the z direction into the page. The
waveguide is in the zy plane perpendicular to the incoming light ray.

Model MDF200 is evaluated without including any recombination effects while model MDF220
includes Schockley-Reed-Hall recombination. The same set of programs were run to char-
acterize the two models so only the differences between MDF200 and MDF220 will be men-
tioned.

This model was designed with the following assumptions:
® The heavily doped regions are uniform abrupt junctions that are 0.5 uM deep.

* Both the drain and source tegions are doped 1.3z101° cm~3 p+ for a single injection
device.

* The gate and substrate are insulated for stronger light confinement.

® The maximum waveguide width is 12.0 uM wide to insure that only a single mode will
propagate,

4.2 MOSFET Semiconductor Design

The single injection MOSFET is similar to a p-channel MOSFET; a sufficient negative gate
voltage will create an inversion layer between the p+ drain and source regions. The substrate
is an oxide layer with a neutral ohmic contact. This contact would not be necessary for a dev.
with an insulated substrate and is not used to bias the MOSFET.

The voltage at the neutral contacts along the p+ drain and source is calculated from the
doping:

Veontact = ¢ ; &7 l"(%) 4.1
1

where

¢ is the applied contact voltage,
%—T equals 0.0258 eV at 300 K,
N, is the doping concentration,
n, is the intrinsic concentration,
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Figure 3: Single Injection MOSFET for MDF200 and MDF220
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and +/- depends on the doping; + for n type.

19
1.3210

Veontact = —0.0258 eV In( 1_25276'10) 4.2
Veontact = —0.59271 4.3

The gate voltage is calculated using the work function for aluminum. From equation 2.42 of
the PISCES IIA manual, the equation for a Schottky contact on silicon is:

Veontact = x + DY + Tq—l“(m) ~ ¢ém - Vapplied 4.4

where

x is the electron affinity, 4.17 eV,

—Eqi is the energy gap, 1.08 eV,

N¢, Ny are the electron and hole concentrations,

ém is the work function of the metal, 4.17 eV,

and V01,4 is the applied voltage.

The values for silicon are from the PISCES IIB MATERIALS simulation card. For an insulated

contact, such as aluminum on an oxide layer, equation 1.4 reduces to

Eq
Veontact = x + P dm ~ Vupp(u.’d 1.5

Viontacst = 0.54 eV 4.6
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If the junction depth is limited to 0.5 uM, then the maximum waveguide doping can be
calculated. _
2¢4(2 k';IT) In( IX“ )

Wm = 4.7
m qNa

where
Wy is the maximum depletion width,
and ¢, is the permittivity.

Assuming a depletion width of 0.5 uM and solving equation 1.7,

100+ 8.85210-14 + 00258 (s )
_|4+11.9+8.85710 +0.0258 In( 135 4gm)
0.5 uM = 48
1.602z10- 19N,

Simplifying
,3.685210°°N, _ _ Na
1.4521010

Taking the derivative and solving, the maximum waveguide doping is 2.67210'> cm~3. How-
ever, when the V44 is applied, the electron concentration will increase and the maximum
depletion width will decrease. But a waveguide doping concentration of 1x10'5 ecm~3 is a
good approximation.

The built-in voltage is defined as 2

WT (M) g

q n

1

Vbi =

If the electron concentraticn in the waveguide is 1z101% and the doping regions are 1.3510"°

p+ then the built-in voltage is

1210151351019

Vs = 0.0258 # In( 5 0821020

) 41

Vi

, = 0819V 412

The surface potential at the semiconductor-oxide interface is 3

,
v, = W
zts

4.13

'S M Sre, Semiconductor Devices Physics and Technology, (\Wiley & Sons. New York, 1985) p. 191
> Ben Streetman, Solid State Electronic Devices, (Prentice-Hall, Englewood Clitts. NI 1980), p 1410
VY Sre. p 91
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If the effective oxide charge is not taken into consideration then the voltage needed for surface
inversion is twice the midgap potential or:

ky T

Vs(inv) = 2—]11(?—(—‘1—) 4.14
q9 ng

15
Ws(inv) = 2« (0.0258) 111(11“0 4.15

.4511010)
Ws(inv) = 0.626 ¢V 4.16

Since this a transverse waveguide limited to single mode operation, there is a limit on the gate
width. Therefore, we need to take short channel effects into consideration. The maximum
channel length is the depletion width of the source region plus the depletion width of the
drain region. 4

If the source contact is at ground potential then the maximum Vg, can be calculated. Using
equations 1.1 and 1.9
2

2eq '
= — V), ——(Vy; + V, 4.18

If the channel length is 12.0 uM and the built-in voltage is 0.819 eV then the maximum Vg is

120 uM = 316 uM +/1.31(0.819+ V) .19

Solving for V4 the maximum voltage is over 58.0 volts if the channel length is 12.0 uM. In this
instance, short channel effects are not significant. However, if the gate width is narrowed,
short channel effects may become more important. With this modcl, the minimum chanael
length can be calculated. If V4 is zero, then the minimum L is 2.18 uM.

4.2.1 Program Summary

The following PISCES 1IB programs were run to characterize the device:
¢  MDF220 Define device and solve initial solution without recombination.

* MDF221 Increase Vg to 3.0 volts and create 1-V curves for v1=0, v2=0, v3 from 0 to
3.0 volts and v4=0.

e MDF222 find electron, hole, voltage and current density profiles for v1=0, v2=0, v3=3.0
and v4=0.

* MDF223 Increase V4q to 5.0 volts: v1=0, v2=0, v3=5.0 volts and v4=0

e MDF224 find electron, hole, voltage and current density profiles for v1=0, v2=0, v3=5.0
volts and v4=0.

e  MDEF225 Decrease gate voitage (v1) from 0 to -5.0 volts with V4, = 3.0 volts.
e MDF226 Increase gate voltage (v1) from 0 to 5.0 volts with V4, = 3.0 volts.

* MDEF227 find electron, hole, voltage and current density profiles for vi=-5.0, v2=0,
v3=3.0 and v4=0.

' bid.. p 213,
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e MDF228 find electron, hole, voltage and current density profiles for v1=5.0, v2=0,
v3=3.0 and v4=0.

e MDF229 find electron, hole, voltage and current density profiles for vi=-0.5, v2=0,
v3=3.0 and v4=0.

e MDF231 find electron, hole, voltage and current density profiles for v1=0.0, v2=0,
v3=3.6 and v4=0.

e MDF232 increase gate voltage (v1) from 0 to 2.0 volts with V4, = 3.6 volts.

e MDF233 find electron, hole, voltage and current density profiles for v1=2.0, v2=0,
v3=3.6 and v4=0.

e MDF234 find electron, hole, voltage and current density profiles for v1=2.8, v2=0,
v3=3.6 and v4=0.

The program name is used as the prefix to identify the three dimensional plots, contour plots
and 1-V curves. Note that the contour plots are not plotted to scale because the contour
algorithm skews the dimensions.

4.3 Single Injection MOSFET: MDF220

Contour plots MDF220_THREED_P and MDF220_THREED_N are the equilibrium hole and
electron distributions. The plots are symmetrical with the highly doped p+ regions on either
side of the waveguide.

Below is a summary of the different gate bias voltages used to analyze the MDF220 model.

Table 3: Summary of Bias Voltages for MDF220 Single Injection MOSFET

title gate (v1) substrate (v2) drain (v3) source (v4)
MDF220 0.0 0.0 0.0 0.0
MDF222 0.0 0.0 3.0 0.0
MOF227 2.0 0.0 3.0 0.0
MDF228 -1.0 0.0 3.0 0.0
MDF231 0.0 0.0 3.6 0.0
MDF233 2.0 0.0 3.6 0.0
MODF234 2.8 0.0 3.6 0.0
MDF235 0.0 0.0 1.0 0.0
MDF238 4.4 0.0 1.0 0.0

4.4 MDF220 Drain-source Biasing

Three different biasing schemes were simulated to find the greatest effective index change in
the waveguiding region. First, a V4, voltage was applied and the gate voltage was used (o
modulate the hole concentration; negative gate voltage increases the hole concentration and
positive voltage decreases the hole concentration. In this case, most of the holes are injected
from the drain and source contacts. Next the maximum Vg voltage was applied to inject
holes and a positive gate voltage was used only to deplete the holes. Finally a small V
voltage, which injects very few holes when the gate is zero, was applied and a negative gate
voltage was used to attract holes.
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Graph MDF221 1V is a plot the drain-source current vs Vg applied voltage. Curve MDF201
is the ideal 145 current without recombination and the MDF221 curve includes recombination.
From this graph, including recombination effects seems to make the most difference at lower
currents for single carriers simulations. As the V4, increases there is less difference between
the two currents.

4.5 MDF220 Analysis with V4, = 3.0 volts

Unlike the double injection device, a larger V4, voltage is needed to inject holes into the
waveguiding region. Almost all of the holes are injected directly beneath the gate while the
electron concentration throughout the device is not enough to influence the index of refraction.
Graph MDF226_1V is a plot of the drain-source current vs applied gate voltage.

Unlike the double injection device, an applied gate voltage will modulate the drain-source
current. From graph MDF226_IV, a negative gate voltage will increase the drain-source current
while a positive voltage will pinch off the current. Curve MDF200 on graph MDF226_IV is
the idealized plot without including recombination effects. When the gate voltage is positive,
at lower currents, the idealized current is lower than the MDF220 model. However, at higher
currents the two curves are similar.

4.5.1 Positive Biasing of MDF220 Gate with V4, = 3.0 volts

If the gate is biased to +2.0 volts, the I current is pinched off. The holes, injected from the
drain-source contacts, are depleted (MDF227_THREED_N). At +2.0 volts, the electrons are
starting to collect under the gate but not in sufficient numbers to affect the index of refraction.
If the gate voltage is increased enough, then the depletion of holes would be offset by the
accumulation of electrons.

The current density is negligible with this biasing scheme.

4.5.2 Negative Biasing of MDF220 Gate with V4g=3.0 volts

A negative gate voltage will attract holes underneath the gate region to further increase the
hole concentration. If the negative gate voltage is increased, it will create an inversion layer,
a p-channel between the p+ drain and source, under the gate oxide layer. If the gate voltage
is -1.0 volts, then the peak current density is over 2,000 Alem?, (MDF228_| JTOTAL|). The
peak hole concentration (MDF228 THREED_P), while increased from MDF222 (Vg=0), is still
not high enough to induce An=0.001 index changes in the waveguiding region.

Contour plot MDF228_INDEX_155 is the predicted index changes at A = 1.55 uM wavelength
when the gate voltage is changed from 0 to -1.0 volts. The ma:imum index changes are
-0.96e-4 at A = 1.3 uM and -1.32e-4 at » = 1.55 uM.

4.6 MDF220 Analysis with V4, = 3.6 voits

If the V4, voltage is increased to 3.6 volts, then the peak current density is almost 2,000
Alem?, (MDF231_| Jtotal | ). Any applied negative bias on the gate electrode would increase
the current density above the limit for stable operation. The hole concentration, MDF231_

THKeED_P, under the gate is increased to 121016 cm—3 but the electrons under the gate are
depleted (MDF231_THREED_N).
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4.6.1 Positive Biasing of MDF220 Gate with V4, =3.6 volts

A positive gate voltage will pinch off the I, current as graph MDF232_IV demonstrates. When
the V4 is increased from 3.0 and 3.6 volts, it requires a slightly larger positive gate voltage
to deplete the waveguiding region of holes.

Contour plots MDF233_THREED_N and MDF233_THREED_P are plots of the electron and
hole concentrations when the gate is biased to +2.0 volts. Note that the hole concentration
has only decreased to 121015 cm~3 under the gate. However, If the gate voltage is increased
to 2.8 volts, then the holes, MDF234 THREED_P, are depleted and the 14, current is pinched
off.

4.7 MDF220 Analysis with V4 = 1.0 voits

If the V4, voltage is 1.0 volts, then there is very little change in the electron and hole con-
centrations from equilibrium as contour plots MDF235_THREED_N and MDF235_THREED_P
indicate. From graph MDF237 1V, a small gate voltage is needed to completely pinch off the
I4s current. However, the hole concentration is insignificant under the gate so that a positive
gate voltage will not be needed to deplete the holes. The largest increase in Iy is from 0 to
-0.6 volts and a larger negative gate voltage does not add significantly to the Iy current.

4.7.1 Negative Biasing of MDF220 Gate with V4, =1.0 voits

A negative gate voltage of -4.4 volts will attract an increased hole concentration of 1z10!7
cm~3 under the insulated gate (MDF239_THREED_P). The electron concentration is still very
low throughout the device (MDF239_THREED_N). A small V4 voltage and a large negative
gate voltage to attract holes is a superior biasing method to a large V4, voltage. This biasing
method has a significant advantage because the current density is much lower. The predicted
peak current density from the three dimensional profile MDF239_]| Jtotal | is 233 Alcm?2,

The maximum refractive index changes are -3.14e-4 at 1.3 uM and -4.45e-4 at 1.55 uM from
contour plots MDF239_INDEX_13 and MDF239_INDEX _155.

4.8 Results and Discussions

The maximum refractive index change is the peak index change calculated from the change in
electron and hole concentrations under different biasing conditions. For an insulated structure
like a MOSFET, this is typically directly beneath the gate region. It must be kept in mind,
however, that just because a model has a high maximum index change, it does not necessarily
indicate that it wvill be a design worthy of future consideration. A better method of comparison
is the effective index change, An,;; where the index changes are averaged over the entire
waveguiding region.

In this instance the effective index changes are very small because an applied gate only mod-
ulates the 0.1 uM region underneath the gate. If the entire 24 uMZ of the waveguide is
averaged, the effective index changes, shown in the table 'Effective Refractive Changes vs.
Gate Voltage for a 1.2 uM? Guide’, are even smaliler.
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Table 4: Effective Refractive Index changes vs Gate Voltage for a 1.2 uM? Guide

title Vs Initial gate Finaf gate AN.pr(1.3) AN.;r(1.55)
MDF227 3.0 2.0 -1.0 -4.30e-5 -6.10e-5
MDF228 3.0 0.0 -1.0 -4.30e-5 -6.10e-5
MDF233 3.6 0.0 2.0 4.40e-5 6.20e-5
MDF234 3.6 0.0 2.8 4.60e-5 6.50e-5
MDF239 1.0 0.0 -4.4 -1.68¢-4 -2.37e-4

Based on the single injection MOSFET simulations, one can draw the following conclusions:

An applied gate voltage will be able to modulate the drain-source current of a single
injection MOSFET.

Transverse waveguides will be limited by the peak current densities inherent in the design
because the drain and source are close together.

Insulated gate structures, designed to modulate the electron and hole concentrations,
will have to be very thin waveguides since the maximum depletion width decreases with
increased concentrations.

The applied gate voltage does not have to completely deplete the waveguide of carriers
to induce refractive index changes.

For single injection PNP structures with uniform abrupt junctions, most of the current
will be beneath the gate oxide layer, not distributed throughout the device.

For single injection MOSFET designs, attracting holes using an applied gate voltage,
induces a greater refractive index change than hole injection from the drain and source
contacts.

Although the results for the single injection MOSFET were not as great as hoped, there are
still possibilities for this geometry. If the drain and source regions were tapered so that the
bottom of the doping regions were close together while beneath the gate they were further
apart, possibly a larger waveguiding area within the device could be utilized.

A V-grove design would allow a higher applied gate voltage for accumulation of electrons or
holes in a larger area. For MOSFET devices with abrupt junctions, the holes accumulate in
only a small area beneath the gate.

This geometry would be more difficult to evaluate optically because a simple ..70 dimensional
cosine electric field distibution could not be used.
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Figure 4: MOSFET with a V groove waveguiding region
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CHAPTER 5
DOUBLE INJECTION TRANSVERSE MOSFET OPTICAL WAVEGUIDE

5.1 Introduction

A two-carrier current will be larger than either one-carrier current in the same
crystal. (However), a new iimitation on current flow makes its appearance
-loss of current carriers through recombination. The injected electrons and
holes can mutually recombine before they complete their respective transits
between cathode and anode. Normally this recombination is a two-step
process which takes place through localized recombination centers ... In
steady state, the net rates of electron capture and hole capture by each set
of recombination centers must be equal. !

Double injection in the silicon MOSFET semiconductor is achieved by changing the source
contact of the p+ single injection MOSFET model to n+ type. Compared to the single injec-
tion simulation, MDF220, the device dimensions and contacts are the same but the waveguide
doping is only 1.02101% cm~3 n-type.

A double injection MOSFET will have a greater current density than a single injection MOS-
FET. Another way to consider it is that for a given V4, voltage, the current density in the
waveguiding region will be greater in the double injection case than the single. Another ben-
efit to double injection is that the electron and hole concentration over the entire channel are
increased by an applied V44 voltage. In the single injection device disucssed in the previous
chapter, the hole injection is only into a thin region beneath the gate.

The disadvantage of the double injection structure is that an applied voltage on the insulated
gate contact does not modulate the injection current [3,. A posilive gate voltage depletes
holes under the gate region while attracting electrons. A negative gate voltage will decrease
the electron concentration under the gate and increase the hole concentration.

Using the PISCES IIB simulation program, two different simulations were run; one with-
out including the effects of recombination (MDF120) and one including recombination ef-
fects (MDF140). The device geometry and doping profile are the same for MDF120 and
MDF140 simulations. However, the model for simulation MDF140 includes Schockley-Reed-
Hall (SRH) recombination effects to more accurately model bimolecular recombination. The
MDF120 model is an ideal case and was used only to highlight the effects of recombination
in the MDF140 model.

! Murray Lampert and Peter Mark, Current Injection in Solids. (Academic Press, New York, 1970}, p 208
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5.1.

1 Device Description

This device is similar to MDF220 except that this is a double injection MOSFET with a lower
waveguide doping.

Figure 5: Double Injection MOSFET Waveguide for MDF120 and MDF140
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Analyzing the two PISCES IIB simulations, MDF120 vs MDF140, it is possible to observe the
results of bimolecular recombination in the waveguide structure.

5.1.

2 Program Summary

Below is a summary of PISCES IIB programs run to characterize the device:

MDF140 Define device and solve initial solution (zero bias).

MDEF141 Increase V4 to 2.0 volts and create I-V curves for vi=0, v2=0, v3 from 0 to
2.0 volts and v4=0.

MDF142 Increase gate (vl) from 0 to 5.0 volts with V43 =1.0 volts (v3=1.0 v2=0 and
vd =0).

MDF143 Decrease gate (v1) from 0 to -5.0 volts with V4, =1.0 volts (v3=1.0 v2=0 and
vd =0).

MDF124 find electron, hole, voltage and current density profile when v1=0, v2=0,
v3=1.0 and v4=0.

MDF145 find electron, hole, voltage and current density profile when v1=0.0, v2=0,
v3=0.85 and v4 =0.

MDF146 Increase gate (v1) from 0 to 15 with V44 = 0.85 volts (v2=0, v3=0.85 and vd = ().

MDF147 Decrease gate (v1) from 0 to -25 with V4, = 0.85 volts (v2=0, v3=0.85 and
vd =0).

MDF151 find electrox, hole, voltage and current density profile when v1=5.0, v2=0,
v3=0.85 and v4=0.
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MDF152 find electron, hole, voltage and current density profile when v1=-5.0, v2=0,
v3=0.85 and v4=0.

MDF153 find electron, hole, voltage and current density profile when v1=-15.0, v2=0,
v3=0.85 and v4=0.

MDF154 find electron, hole, voltage and current density profile when v1=15.0, v2=0,
v3=0.85 and v4=0.

MDF155 find electron, hole, voltage and current density profile when v1=-25.0, v2=0,
v3=0.85 and v4=0.

The program name is used as the prefix to identify the three dimensional plots, contour plots
and I-V curves. Note that the contour plots are not plotted to scale because the contour
algorithm skews the dimensions.

5.2 Double Injection MOSFET: MDF140

Contour plots MDF140_THREED_N and MDF140_THKEED_P are the equilibrium electron and
hole contour plots of the double injection MOSFET device. In equilibrium, including recombi-
nation effects does not change the electron and hole distribution but the peak concentrations
are lower compared to the idealized situation (MDF120). On the contour plots, the n* source
region is on the left side of the device, near z = 0 uM and the p+ drain region is on the right,
near = = 14 uM. PISCES IIB simulations MDF140 through MDF165 (all except MDF124) in-
clude Schockley-Reed-Hall recombination effects.

Table 5: Summary of Bias Voltage Conditions for MDF140 Double Injection

title gate (v1) substrate (v2) drain (v3) source (v4)
MODF 140 0.0 0.0 0.0 0.0
MDF 124 0.0 0.0 1.0 0.0
MDF 145 0.0 0.0 0.85 0.0
MDF 151 5.0 0.0 0.85 0.0
MDF 152 -5.0 0.0 0.85 0.0
MDF 153 -15.0 0.0 0.85 0.0
MDF 154 15.0 0.0 0.85 0.0
MODF 155 -25.0 0.0 0.85 0.0
MDF 161 0.0 0.0 0.5 0.0
MDF 164 10.0 0.0 0.5 0.0
MDF 165 -10.0 0.0 0.5 0.0

5.3 MDF140 Drain-source Biasing

The difference between the single and double injection devices is that the single injection
device is limited to only hole current but the double injection current is composed of both
electrons and holes. Consequently, a double injection device will have a greater curreat

flowing through it under similar biasing conditions than a single injection device.
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Graph MDF141_1V is a plot of the drain to source current vs drain voltage (I3 vs. V4s) when
the gate voltage is zero and recombination effects are included. Also the individual electron
and hole currents vs. drain voltage were added. The curve shows that at lower voltages
(less than 0.8 volts) the electron current is greater but above 0.8 volts, there is a greater
contribution from the hole current.

Graph MDF_DOUBLE_COMPARE compares the I3, current characteristics with and without
recombination effects. If recombination is included, the current flow is greater until about 0.8
volts. At higher voltages, the MDF120 device (ideal case; recombination effects not included)
will have greater current flow. This is expected because as the electron and hole densities
increase, the rate of recombination would also increase. In this way the device would be
limited by the current carriers lost through recombination in the device. Unfortunately, these
excess carriers will be dissipated as excess heat.

5.4 MDF120 Analysis with V4, =1.0 volts.

In the single injection MOSFET, when the V4 =1.0 volts and the gate contact is zero volts, the
peak current density was 10.1 A/cm?. However, the current densities in the double injection
are significantly higher. If V4, = 1.0 volts, similar to single injection biasing, the waveguide
electron and hole concentrations will both increase to about 1.0718'8 em=3; a very desirable
result for phase modulation. However, the peak current density for this biasing configuration
is over 50,000 A/cm? (MDF124_| JTOTAL |) which is unacceptably high.

5.5 MDF140 Analysis with V4, =0.85 volts.

If the effects of bimolecular recombination are considered, and V4 = 0.85 volts, then the peak
current density is 62 % greater than if recombination were not included. This would mean that
the expected peak current density would be 2,733.5 A/cm? (MDF145_| Jtotal |). However,
both the electron and the hole concentrations (MDF145_THREED_N, MDF145_THREED_P)
are larger in the waveguiding region. This means that in a transverse device geometry, in
order to get large electron and hole injections from the drain and source contacts, high peak
current denisties in the waveguiding region are unavoidable. The expected concentrations
would be a uniform change throughout the waveguide on the order of 1.0z16'7 cm~ for both
electrons and holes.

5.5.1 Positive Biasing of MDF140 Gate Electrode with V4, = 0.85 volts

If the gate contact is biased positive to +5.0 volts with V4, = 0.85 volts, the total 14 current
does not change. Contour plot MDF151_THREED_P (B) is a log plot of the concentrations
from 16.5 to 17.0 cm~3 which shows a slight depletion of holes beneath the gate region. There
is also a corresponding electron contour plot that shows the increased electron concentration
in the same region.

A potential problem with this type of biasing is that the electron concentration underneath
the gate is increased 2.0z10'7 cm~2 while the hole concentration is decreased 0.3z10'7 cm
A quick calculation at 1.3 uM would predict a net index change of

4an = -6.221072AN, - 6.0z107BaNDS 5

An = -6.22107°4+9.122107° 5.2
An = 2927107° 53
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The electron and hole changes are not adding together to form larger index changes because
holes are depleted while electrons are attracted. The index change profiles, MDF151_INDEX_
13 and MDF151_INDEX_155 show that the predicted An is positive throughout the MOSFET
indicating that the overall effect in the waveguiding region is that holes are depleted.

The double injection effects may cancel out instead of adding together under certain con-
ditions. The peak current density has not changed from the gate = 0 volt case (mdf151_
[ Jrotal |).

If the applied gate voltage is increased to 15.0 volts, there is an increase in the electron
concentration under the gate (MDF154 THREED_N). There is also a slight change in the
hole concentration (MDF154_THREED_P) but the largest hole concentration change appears
outside the waveguiding region. Comparing index changes plots at 1.55 uM wavelengths,
MDF151_INDEX_155 and MDF154_INDEX_155, the only area where a +15.0 gate voltage is
an improvement from +5.0 is in the depletion width beneath the gate.

Based on the two simulations with a positive gate voltage, MDF151 and MDF154, there is
going to be a maximum voltage that will deplete holes without attracting a large concentration
of electrons. Since depletion will increase the index of refraction and accumulation decreases
the refractive index, the change in electron and hole concentrations could offset each other
instead of adding.

5.5.2 Negative Biasing of MDF140 Gate Electrode with V4, = 0.85 volts

A negative 5 volts bias applied to the gate contact produces the opposite effect of a positive
5 volts. There is a slight depletion of electrons under the gate (MDF152_THREED_N) while
there is a corresponding increase in the hole concentration (MDF152_THREED_P) in the same
region. The current density profile (MDF152_| Jtotal | ) is not noticeably different.

The index change profiles have two distinct regions; one underneath the gate where An is
negative and the bulk of the waveguide where An is positive. Contour plots MDF152_INDEX_
155 and MDF152_INDEX_13 are plots of the predicted index change at 1.55 uM and 1.3 uM
wavelengths.

If the gate voltage is decreased to -15.0 volts, then the maximum index change at 1.55 uM
will be -0.00127. This is a third order effect produced when a sufficient concentration of holes
is attracted under the gate to offset the depletion of electrons. The peak current density has
increased to 2,856 A/cm2 (MDF153_| Jtotal | ). Note also that the current density under the
gate region has increased.

When the gate voltage is decreased to -25.0 volts, then the predicted index change at 1.55 uM
will be -0.00203. However, the current density is also greater (MDF155_{ jtotal | ).

As the gate voltage becomes more negative, the shift in electron and hole concentrations
create two different areas within the waveguiding structure. The index change of the bulk of
the structure will get smaller (but still positive) due to holes being depleted to the gate region
while beneath the gate region, the hole concentration is becoming, large enough to offset the
depletion of electrons. So under the gate region, the index change will get larger (and more
negative) with a more negative gate voltage.
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5.6 MDF140 Analysis with V44 =0.5

If the V4, voltage is 0.5 volts, then the current density is very low because Vq is less than the

built-in voltage. In the waveguiding region, the electron concentration increases to 1.0z10'
(MDF161_THREED_N) while the holes are are slightly depleted (MDF161_THREED_P).

5.6.1 Positive Biasing of MDF140 Gate with V4, =0.5

A positive gate voltage will attract a large concentration of electrons underneath the gate
(MDF164_THREED_N) without depleting holes. Although, the hole concentration is de-
creased, it is not large enough to affect the refractive index.

5.6.2 Negative Biasing of MDF140 Gate with V4,=0.5

A negative gate voltage will attract a large concentration of holes beneath the gate (MDF165_
THREED_P). The electrons are only depleted from top 0.1 uM waveguide region. The middle
of the waveguide exhibits an increased electron concentration (MDF165_THREED_N) because
the electrons depleted by the negative gate voltage increase the electron concentration in the
middle of the waveguide.

5.7 Results and Discussion

Based on the PISCES IIB MOSFET simulations, double injection is a good technique to si-
multaneously inject electrons and holes into the waveguiding region. Further, unlike a single
injection situation, the MOSFET is uniformly injected with a higher electron and hole con-
centration. In a single injection MOSFET, most of the current flow (therefore, the injected
holes as well), is directly underneath the contact.

Unlike the single injection cases though, the applied gate voltage does not modulate the I
current. A positive gate voltage induces a slight shift from holes to electron I, current while
a negative gate voltage causes a slight change from hole to electron [4, current. The overall
I4s current is not significantly changed.

An applied gate voltage will not significantly alter the electron and hole distributions of a
double injection MOSFET beyond the depletion width. The maximum depletion width, W,,
is calculated from the concentration and, since V4, = 0.85 volts will increase the electron and
hole concentration to about 1z10"7cm=3, the maximum depletion width is 2

4es Ky Tin( D=
Wm = _._s_b_z._(_n_'_). 5.4
9“Na
where
es is the permittivity F/cm,
Nq 1s the doping concentration,

and n, is the intrinsic concentration.

1 5. M. Sze, Semiconductor Devices Physics and Technology, (Wiley & Sons, New York, 1985), p. 191,
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Solving for Wy,

5.5

w’ = ——
m 1.602z10- 9121017

Wm = 0.103 uM 5.6

\J 4411948852107 144 0.0258 In(; 5’5‘3'0

The index changes are limited to the 0.1 uM layer underneath the gate contact.

For an insulated gate waveguide structure, the effective index change is not significantly altered
when the waveguide is 2.0 uM thick. However, if only consider the 0.1 uM under the gate
region is considered, then the effective index changes vs gate voltage will be significant.

As shown in earlier work, double injection creates a very rapid increase in channel current
with increasing V. 3 If a more realistic recombination model is included in the simulation,
then the predicted current densities will be very high (2,500 to 3,000 A/cm?) for this geometry.
Therefore, the first conclusion is that, for the transverse silicon waveguide, the current density
is going to be the limiting factor. This is the same conclusion predicted by Friedman, Soref
and Lorenzo in their work. 4

Below is a table summarizing the predicted peak currents vs gate voltage for the MDF140.
Also in the table is the predicted peak current densities for the ideal case, MDF120.

Table 6: Summary of Peak Current Density vs Gate Voltage with V44 =0.85 volts

peak J A/cm? includes recombi-

Gate volitage (v) nation peak J A/cm? without recombination
0 27335 1685.7

5.0 2763.5 1684.8

15.0 2860.2 1691.6

-5.0 2758.1 1693.3

-15.0 2856.0 1718.7

-25.0 2953.2

However, this device has potential as a silicon optical waveguide modulator. With a large
negative bias applied to the gate contact with V4, = 0.85 volts, a maximum An of greater
than 0.001 is predicted. Below is a table summarizing the maximum index change expected
vs gate voltage. It should be kept in mind that the peak negative index changes are directly
under the gate while the positive changes are in the middle of the device.

¥ M. Hack, M. Shur and W. Czubatyi, "Double-Injection Field- Effect Transistor: A new Type of Solid-State Device,
Applied Physics Letters, May 19, 1986, 1387.

% L. Friedman, R. Soref and ]. Lorenzo, “Silicon Double- Injection Electro-Optic Modulators with Junction Control .
Journal of Applied Physics, March 31, 1988, p. 1837.
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Table 7: Maximum Index changes vs Gate Voltage for MDF140 Waveguide

title Vs initial gate (v} final gate (v) max 4n(1.3) max An(1.55)
MDF151 0.85 0 5.0 5.90-54 8.40e-5

MDF 152 0.85 0 -5.0 -2.98e-4 -4.23e-4

MDF 153 0.85 0 -156.0 -8.96e-4 -1.27-3

MDF 154 0.85 0 15.0 -1.73e-4 -2.46e-4

MDF 155 0.85 0 -25.0 -1.43e-3 -2.03e-3

MDF 164 0.50 0 10.0 -2.59¢-4 -3.666-4

MDF 165 0.50 0 -10.0 -7.13¢-4 -1.01e-3

In order to compare biasing scheme of the waveguides, the effective index change, 4n,,; was
also calculated. The integral limits are the defined boundaries of the waveguide in the z and

y direction. In this case, the z limits are the edges of the source and drain regions at 1.0 uM
and 13.0 uM.

Below is a summary table listing the effective index of the entire 12 uM wide (distance from
drain to source) by 2.0 uM deep waveguiding regiori.

Table 8: Summary of Effective Refractive Index Changes vs Gate Voltage for a 24

uM?2 Guide
titte Vs initial gate (v) final gate (v An.pr(1.3) An . r;(1.55)
MDF151 0.85 0.0 5.0 -4,52e-6 -6.41e-6
MDF 152 0.85 0.0 -5.0 -3.78e-6 -5.36e-6
MDF153 0.85 0.0 -15.0 -1.29e-5 -1.83e-5
MDF 154 0.85 0.0 15.0 -1.47e-5 -2.09e-5
MDF155 0.85 0.0 -25.0 -1.96e-5 -2.78e-5
MDF 164 0.50 0.0 10.0 -7.05¢-8 -9.98e-8
MDF165 0.50 0.0 -10.0 -7.76e-7 -1.62¢-6

For an insulated gate waveguide structure, the effective index change is not significantly aitered
when the waveguide is 2.0 uM thick. However, if only the 0.1 uM under the gate region is
considered then the effective index changes vs gate voltage will be significant. This data is
summarized in the next table.
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Table 9: Summary of Effective Refractive Index Changes vs Gate Voltage fora 1.2

uM? Guide
title Vs initial gate (v} final gate (v) An.rr(1.3) An.rr(1.55)
MDF 151 0.85 0.0 5.0 2.70e-5 3.91e-5
MDF152 0.85 0.0 -5.0 -1.43e-4 -2.06e-4
MDF153 0.85 0.0 -15.0 -4.24e-4 -6.12e-4
MDF154 0.85 0.0 15.0 -6.54e-5 -9.43e-5
MDF 155 0.85 0.0 -25.0 -6.76e-4 -9.77e-4
MDF164 0.50 0.0 10.0 -1.12e-4 -1.62e-4
MDF 165 0.50 0.0 -10.0 -3.3%e-4 -4.90e-4

Based on the double injection MOSFET simulations, one can draw the following conclusions.

A double injection MOSFET will have significantly higher electron and hole concentrations
than a single inject MOSFET.

Unlike the longitudinal DIFET, An insulated gate structure will not have the electron and
hole concentrations in the waveguide region pinched off due to an applied V44 voltage.

For the ideal case, a negative gate voltage which attracts holes while depleting electrons
will induce a larger index change than a positive gate voltage.

The V4, voltage will inject carriers throughout the device and create a uniform index
change. This will produce a symmetrical wavegtide.

The Vg voltage only depletes the calculated W, region.

Peak refractive index changes wiil approach 1e-3 with sufficient negative gate voltage.
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CHAPTER 6

DOUBLE INJECTION LONGITUDINAL
FET ELECTRO-OPTIC MODULATOR

6.1 Introduction

A large portion of this study was devoted to analyzing the double injection long channel
junction field effect transistor as a possible design for a silicon waveguide. From a one
dimensional analysis, this type of structure offered the potential of injecting large electron and
hole concentrations into the conduction channel without the high current densities expected
in a transverse design. !

The one dimensional model made certain assumptions to simplify the longitudinal analysis
such as assuming one-dimensional planar current flow, neglecting diffusion currents and sim-
plifying recombination effects. 2 Using the PISCES IIB semiconductor simulation program, a
more complete two dimensional model of the DIFET was designed and characterized. PISCES
1IB solves Poisson’s equation and the continuity equations for electrons and holes to obtain
the voltage potential, electror., hole and current density distributions for a given set of doping
and biasing conditions.

Phase modulation of an optical signal is similar for transverse and longitudinal waveguide
geometries. The silicon waveguide region is bound by lower refractive index material such as
heavily doped silicon or oxide. Free carriers are injected into the waveguide region to alter
the refractive index and change the propagation of optical signals through the waveguide. If
the waveguide has a heavily doped gate region as a third contact, then a negative gate voltage
will remove the free carriers in the conduction channel.

In the longitudinal design, light travels along the z axis, parallel to the direction of current
flow from the anode-cathode contacts, and is confined on the y axis by a heavily doped gate
and insulated substrate region. For a DIFET, the optical waveguiding region is the conduction
channel. This is analogous to a slab waveguide 3 and an optical signal is phased modulated
in proportion to the length of the waveguide.

However, the longitudinal design is based on the assumption that an applied voltage on the
anode and cathode contacts will inject large concentrations of carriers to induce refractive
index changes. Based on two dimensional PISCES 1IB device simulations, the high electron
and hole densities will not be injected into the semiconductor plasma under the gate contact
region. Instead, there are limitations on the maximum bias voltages that can be applied to the
anode and cathode contacts before the heavily doped gate or conduction channel is affected.

' Lionel Friedman, Richard Soref and Joseph Lorenzo. “Silicon Double-Injection Electro-Optic Modulators with Junction
Gate Control”, Journai of Applied Physics, March 31, 1988, p. 1831

? Lionel Friedman, "Proposal to the Air Force Office of Scientific Research”, Research Initiation Program, December, 1987
p. L

? Dietrich Marcuse, Theory of Dielectric Optical Waveguides, (Academic Press, New York, 1974), p. 13,
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Electron injection from the cathode contact is limited because the cathode and gate region
form a built-in p-i-n junction. When the cathode contact is biased below -0.7 volts, the
electron concentration is increased between the two regions but not under the gate region.

Hole injection from the anode contact is limited because a bias voltage on the anode high
enough to inject sufficient concentrations of holes under the gate region pinches off the con-
duction channel. The result is a much smaller waveguiding region than expected.

6.1.1 Longitudinal Device Description

Figure 6: Longitudinal Double Injection FET with Junction Gate Contro!
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The longitudinal DIFET is 1000 uM long and 4 to 5 uM thick with a 650 uM gate contact
centered on the top of the device. The anode and cathode regions are 50 uM long by 0.5 uM
deep at each end. An applied bias on the anode and cathode contacts will inject electrons
and holes into the device and the waveguiding region is the conduction channel through the
middle of the structure which is doped 121016 n type.

The four electrodes are neutral ohmic contacts. The early test cases did not include recom-
bination effects in the model, but the final model, DIF310, included Schockley-Reed-Halil
recombination effects.

The gate region was always heavily doped p+ type similar to a junction FET where the
applied negative gate voltage controls the effective cross-sectional area of the conducting n-
type channel. 4 In a double injection simulation, the cathode region is doped n+ type and
the anode is p+ type. A potential problem with this design is that a negative voltage applied
to the n+ cathode, will attract holes not only from the p+ anode, but also from the gate. If
the cathode voltage is large enough, then most of the current is sourced from the gate, not
the anode. The result is an increase in hole concentration between the cathode and gate but
not under the gate.

4 Ben Streetman, Solid State Electronics Devices, (Prentice-Hall, Englewood Cliffs, New Jersey, 1980}, p 286
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Four test cascs were simulated with different doping concentrations in the gate and anode
regions. The cathode voltage in the PISCES 1IB simulation was decreased from 0 to -1.0 volts
in -0.1 volt steps and the current-voltage characteristics of the gate and anode contact were
graphed on a semilog scale.

Table 10: Summary of Longitudinal I-V Graphs and Doping Concentrations for
Gate Designs

graph cathode doping gate doping anode doping
DIF211_{v 1.3e19 n+ 1.3e19 p+ 1.3e19p+
DiIF261_IV 1.3¢19 n+ 1.0e16 p+ 1.3e19p+
DIF271_IV 1.3819 n+ 1.3e19 p+ 1.0e17 p+
DIF401_Iv 1.3019 n+ 1.3e19p+ 1.3e19 n+

Graph DIF211_IV is a graph of the log of the current from the anode and the gate vs. negative
cathode voltage. From the graph, the gate sources more current than anode when they are
both heavily doped p+ type. Furthermore, below -0.5 voits, the anode current begins to
level off while the gate continues to increase significantly. From graph DIF211_IV, one can
conclude that equally doping the anode and gate regions will not produce a large hole injection
when the cathode is reverse biased.

Next, the gate doping was decreased from 1.3z10'% p+ to 1z10'6 p+. The effect was that all
the current was sourced from the gate contact and none from the anode (graph DIF261_IV).

Finally, the anode doping was decreased to 1.0z10!7 while the gate doping remained 1.3z10',
The current-voltage curves, DIF271_1V, of the gate and anode indicate that from 0 to -0.7
volts, the anode will inject more holes into the plasma than the gate. But below -0.7 volts the
gate current is very similar to the first case, DIF211_IV.

From these curves, one can conclude that the cathode doping must be less than the gate
doping or a negative voltage on the n+ anode region will source current from the gate not
the cathode. If the gate region is the main source of holes, then holes are injected between the
anode and gate but not in the waveguide region. A bias voltage on the p+ anode contact will
inject holes into the waveguiding region but it also causes the conduction channel to pinch
off.

The substrate region must be either heavily doped silicon or an oxide layer to confine the
light. The substrate material must be selected carefully because the waveguide is so thin. In
the longitudinal design the anode and cathode are 100 uM from the gate but only 1.5 uM
from the substrate.

Table 11: Summary of Longitudinal Programs to find Optimal Substrate material

title gate waveguide substrate
DIF160 1.3e19 p+ 1.0e16 n 1.3e19n+
DIF170 1.3e19 p+ 1.0e16 n oxide

DIF180 13e19p+ 1.0e16 n 1.3e19 p+
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If the substrate layer is heavily doped n+ silicon and at zero potential (ground), then a
negative cathode voltage will inject holes between the n+ cathode and the n+ substrate, not
into the waveguide. Biasing the anode positive, gives similar results. Holes from the anode
are swept out by the gate and substrate; not the through the device to the cathode contact.

A heavily doped p+ substrate would be an ideal good choice for the substrate because a
device with a p+ gate and p+ substrate would be able to pinch off the channel from the
top and bottom simultaneously. This would make the waveguiding region symmetrical since
it would be bounded, top and bottom, by identical confinement layers. Furthermore, since
the gate and substrate would be reverse biased together, the waveguiding region will remain
symmetrical until pinched off completely.

However, when the n+ cathode is biased negatively, both the gate and substrate source
more current than the anode. This is shown on graph DIF181_IV. Forward biasing the anode
contact (shown on graph DIF182_IV) does not provide sufficient electron or hole injection
either because most of the injected electrons are swept away by the p+ substrate, not the
gate.

In a longitudinal design, the waveguide is very thin. and the substrate is going to be near the
doping regions. Therefore, oxide would make the best substrate material since an insulated
substrate would not sweep out any electrons or holes. The oxide also provides a strong
confinement layer since it has such a low index of refraction.

6.1.2 Early Test Cases

DIFETs DIF160 through DIF250 are early test cases that will not be discussed in great detail.
These simulations did not include recombination effects but were useful in exposing problems
with the DIFET geometry.

Based on the first test cases of simulated longitudinal double injection FETs one can draw the
following conclusions:

e The current density is very low compared to transverse waveguide devices.

¢ If the predicted index changes are less than 0.001 in the waveguiding region, then the
device will have to be very long to create a » radian phase change.

¢ If the gate and cathode are doped equally, then a negative voltage on the n+ anode
contact will source holes from the gate, not the cathode.

* A negative cathode voltage injects electrons into the waveguide but, regardless of the
doping profile, the p-i-n junction from the cathode-gate region will limit the negative
bias voltage that can be applied to the cathode. Consequently, the electron injection
capabilites of the longitudinal DIFET will be limited.

* Aheavily doped silicon substrate may cause problems when the anode or cathode contacts
are biased because the substrate contact will sweep away holes.

* Increasing the anode voltage beyond 4.0 volts, causes the conduction channel to start to
contract near the anode contact.

* A negative gate voltage will sweep out all electrons and holes from the conduction channel
which is the confined region between the gate and substrate.
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6.2 Phase Change vs. Device Length
Electro-optic materials can be used as optical phase moduiators by applving an electric field
over the length of the waveguide. The change in phase can be expressed as >

. T3
Q¢ = A"’cffrE 6.1

where

A is the wavelength,

nz 11 18 the effective refractive index,

r is the electro-optic coefficient (cm/V) in the direction of propagation,
and £ is the applied electric field.

However, this equation only applies to birefringent crystals. A more general definition of the
phase shift is ©
Ap = AL 6.2

where
B is the propagation constant, kon, wavenumber times the refractive index,

and L is the length of the waveguide.

Since 7 2
a8 = Tan 63
the phase shift can be expressed as
2
Ap = TanL 64

where
An is the change in the refractive index of the waveguide.

If one assumes an index change of 0.001 in the waveguide region at 1.3 uM, then for a phase
change of ~ radians, the length would need to be 650 uM.

Obviously, the length of the device could be changed, but 650 uM is sufficiently long to neglect
any short channel effects in a semiconductor waveguide design.

* Amnon Yariv and Pochi Yeh, Optical Waves in Crystals, (Wiley, New York, 1984) p. 283,

" Leon McCaughn, "Advanced Guided-Wave Integrated Optic Devices”, short course at SPIE, Boston, MA, September 6.
1988, p. 22 class notes

7 Y. Suematsu and K. Ichiiga, Introduction to Optical Fiber Communication, (Wilev & Sons, New York, 1982), p 24
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6.3 Analysis Method

Design longitudinal DIFET using P'ISCES IIB simulation programs.

2. Analyze the electrical characteristics of the semiconductor to find the maximum increase
in the free carrier concentration in the waveguide region.

3. Gather data on the electron, hole and current density distributions for different biasing
conditions.

Calculate the change in the refractive index at each mesh point.
§. Calculate the total phase shift of the waveguide vs. length.
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CHAPTER 7

DOUBLE INJECTION LONGITUDINAL SILICON
WAVEGUIDE WITH AN OXIDE SUBSTRATE

7.1 Introduction

The longitudinal double injection field effect transistor (DIFET) as an optical phase modula-
tor was first proposed in the paper by Friedman, Soref and Lorenzo. ! This work further
develops their ideas on DIFETs by analyzing a more complete model of the double injection
semiconductor. The electrical characteristics were modeled using the sen.iconductor simula-
tion program PISCES IIB and the electron and hole data was used to calculate the optical
properties of the device.

Two different models were analyzed; one without recombination effects and one including
Schockley-Reed-Hall recombination. This was done so that the effects of bimolecular re-
combination could be observed. Model DIF270 is evaluated without including recombination
effects while model DIF310 includes Schockley-Reed-Hall recombination. The same set of
programs were run to characterize the two models so only the differences between DIF270
and DIF310 will be mentioned.

The model was designed with the following conditions:

* The doping regions are 0.5 uM deep abrupt junctions.

* The gate is heavily doped p+.

* The cathode is heavily doped n+ and the anode is lightly doped p type.

* The incoming optical signal will only be phase modulated between the gate and substrate.
e The substrate is insulated to prevent the electrons and holes from being swept out.
Although there are increases in the electron and hole concentrations due to double injection,
the changes need to be kept in perspective. If the concentration change is < 1.0210'® ¢cm—3
then the refractive index of the silicon waveguide will not differ significantly from that of

intrinsic silicon. 2 Although the concentration changes are positive developments, they are
not large enough to design a phase modulator.

' Lionel Friedman, Richard Soref and Joseph Lorenzo. “Silicon Double-injection Electro-optic Modulators with Junction

Gate Control”, Journal of Applied Physics, March 15, 1988, p. 1831-9.
? Richard Soref and Joseph Lorenzo, "All-Silicon Active and Passive Guided-Wave Components for 1.3 and 1.6 uM wave-
lengths”, IEEE Journal of Quantum Electronics, Vol. QE-22, June, 1986, p 874.
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Figure 7: Longitudinal DIFET Model for DIF270 and DIF310
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7.1.1 Device Description

The four terminal simulated structure was 1000 uM long and 5.0 uM deep. The substrate was
intrinsic silicon with a layer of oxide between the substrate and the conduction channel. The
waveguiding region was doped 11010 cm~3 n type and extended along the entire device, 1.5
uM thick. The gate region was a heavily doped 1.3z101 cm~=3 p+ region, 650 uM long and
0.5 uM deep centered in the device. The anode region was a 50 uM long 0.5 deep doped p
1z101® cm~3 region at the end of the device while the cathode was the same dimensions but
heavily doped n+ 1.3z10'% cm~3 at the beginning of the device.

7.1.2 Program Summary

The following PISCES IIB programs were run to characterize the device:
e DIF310 Define device and solve initial solution with recombination effects.
e DIF311 Decrease voltage on anode V4 with V;=0, V,=0 and V3=0.

e DIF312 Find electron, hole and current density distributions for V{=0.0, V,=0.0, V3=0.0
and V4=-0.7.

e DIF313 Find electron, hole and current density distributions for V;=0.0, V,=0.0, V3=0.0
and V4=-0.5.

e DIF314 Increase voltage on cathode V3 with Vy =0, V,=0 and V4=-0.7.

e DIF315 Find electron, hole and current density distributions for V;=0.0, V,=0.0, V3=0.7
and Vy4=-0.7.

e DIF316 Decrease gate voitage to -17.5 with V,=0.0, V3=0.0 V;=-0.7.
e DIF317 Decrease gate voltage to -17.5 with V;=0.0, V3=0.0 V4=-0.5.
e DIF318 Decrease gate voltage to -17.5 with V,=0.0, V3=0.7 V4=-0.7.

e DIF321 Find electron, hole and current density distributions for Vy=-17.5, V,=0.0,
V3=0.0, and V4=-0.7.
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* DIF322 Find electron, hole and current density distributions for V,=-17.5, V,=0.0,
V3=0.0, and V4=-0.5.

* DIF323 Find electron, hole and current density distributions for V{=-17.5, V,=0.0,
V3=0.7, and V4='0.7.

* DIF331 Increase voltage on cathode V3 with V{=0, V,=0 and V,=0.

e DIF332 Find electron, hole and current density distributions for V,=0.0, V,=0.0, V3=0.7
and V4 =0.

® DIF333 Find electron, hole and current density distributions for V,=0.0, V,=0.0, V3=4.0
and V4=0.

7.2 Double Injection DIFET: DIF310

Contour plots of the electron (DIF310_THREED_N) and hole (DIF310_THREED_P) concentra-
tions show the doping regions of the device. The n+ type cathode is near x=0 and the p+
type anode is near x=1000 uM. The line through middle of the electron plot is the waveguide-
oxide boundary.

The potential at the anode contact is

kT In N(,l

contact q ( ni )
2.2z108

vy = (0.0258)In( 2220 )y 7
1.45z1010

V3 = 04860V 7.3
and the potential at the cathode contact is

1.0z1010
V, = —(0.0258)In -
4 ( Ml 4551010)

Vs = ~0.3469¢V 7.5

7.3 Anode and Cathode Bias Voltages

Below is a summary of the bias conditions simulated on the DIF310 longitudinal DIFET.

Table 12: Summary of Bias voltages for DIF310

title gate (vt) substrate (v2) anode (v3) cathode (v4)
DIF310 0.0 0.0 0.0 0.0
DIF312 0.0 0.0 0.0 -0.7
DIF313 0.0 0.0 0.0 -0.5
DIF315 0.0 0.0 0.7 0.7
DIF332 0.0 0.0 0.7 0.0
DIF333 0.0 0.0 4.0 0.0
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Reverse biasing the n+ type cathode contact will attract holes into the waveguide from the
anode and repel electrons from the cathode region. However, the p+ gate and n+ cathode
portion of the device form a p-i-n junction and there is a lower limit of about -0.5 volts on
the cathode (v4) voltage. Graph DIF311_1V is a plot of the increase in gate and anode current
vs negative gate voltage, vy, (all other contacts at zero volts). The curves show that from 0 to
-0.5 volts the anode current is roughly equal to the gate current. However, below -0.5 volts
the current sourced from the gate region contact is greater than the current from the anode
contact.

Forward biasing the p + anode contact attracts electrons into the waveguide from the cathode
and repels holes from the anode region. The I, current increases with cathode voltage and
the gate current (holes swept out by the gate contact) is approximately 1% of the total I,
current. Curves of the current vs. cathode voltage are found on graph DIF331_IV,

7.3.1 Reverse Biasing the Cathode Contact

Contour plot DIF312_THREED_P shows the increased hole concentrations due to a negative
bias on the cathode. The holes are increased from 2.0z10% to about 1.0z10'3 cm=3 in the
waveguiding region. There is an even larger increase from the gate as holes are injected (
1.02101%) between the gate and cathode contact. Electrons (DIF312_THREED_N) are repelled
from the cathode and there is a slight increase in electron concentration under the cathode.

The estimated peak current density (DIF312_| JTOTALI|) is only 60 A/cm? between the gate
and cathode regions. Decreasing the cathode voltage beyond -0.7 volts will not inject a
significant concentration of holes into the waveguide from the anode because the increased
hole concentration will be offset by a large increase in gate current and injected holes outside
the gate region.

A negative 0.5 volts applied to the cathode contact increases the hole concentration (DIF313_
THREED _p) to 1.0z10'%2 uniformly across the waveguiding region. At -0.5 volts, There is a
minimal contribution of holes from the gate region. The electron concentration (DIF313_
THREED_N) is evenly distributed throughout the waveguide region.

7.3.2 Forward Biasing the Anode Contact

If the anode contact is forward biased to 0.7 volts, then the electron concentration (DIF332_
THREED_N) is not significantly different from equilibrium. The hole concentration (DIF332_
THREED_P) is increased slightly but only near the anode region.

A 4.0 volt bias voltage on the anode increases the hole concentration in the anode region
but does not increase the hole concentration (DIF333_THREED_P) in the waveguide above
1z10'2 em=3. The electron concentration (DIF333_THREED_N) between the gate and anode
is increased but the electron concentration in the waveguide is beginning to get pinched off
in the conduction channel.

7.3.3 Forward Biasing Anode 0.7 Volts Reverse Biasing the Cathode to -0.7 Volts

The maximum cathode voltage that can be applied without a significant contribution from the
gate contact is -0.7 volits. Then, increasing the anode contact to +0.7 volts will increase the
electron concentration inside the waveguide. The electron concentration (DIF315_THREED_
N) plot shows that the electrons are injected from the n+ negatively biased cathode at x=0.

However, under the gate, the concentration is still slightly below 1.0z10'® cm~3,
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When there is a negative bias on the cathode contact, the problem with increasing the anode
voltage lo inject holes is that it creates an area void of holes (DIF315_THREED_P) under the
gate region. Compared to only the cathode biased (DIF312), there is still a contribution from
the gate and a slight increase in the hole concentration near the anode.

The maximum current density (DIF315_| JTOTAL | ) is 67 A/cm? but the current is more evenly
distributed throughout the waveguide compared to the DIF312 test cases.

7.4 Decreasing the Gate Voltage to Pinchoff
The pinchoff voltage is defined as 3 .

qasz

V, =
P 26

7.6
where

q is the electronic charge,

a is the radius of the conduction channel,

N, is the donor concentration,

and ¢, is the permittivity.

For the DIFET, the calculated pinchoff voltage is

1602210~ 19(0.75210~94)24¢16

Vo =
F 2+¢11.9+885710- 14

7.7

Vp = 17.1 volts 7.8

Decreasing the gate voltage will pinchoff the channel under the gate and any electrons or
holes injected from the anode and cathode will be swept out. Reverse biasing the gate to
-17.50 volts will deplete the channel regardless of the anode-cathode biasing voltages.

Since the pinchoff voltage is proportional to the conduction channel concentration, increasing
Ny will require a proportional increase in Vp to pinch off the injected charge.

Table 13: Summary of Bias Gate Pinchoff voltages for DIF310

titte gate (v1) substrate (v2) anode (v3) cathode (v4)
DIF310 0.0 0.0 0.0 0.0
DIF321 -17.5 0.0 0.0 -0.7
DIF322 -17.5 0.0 0.0 -0.5
DIF323 -17.5 0.0 0.7 0.7

Contour plots DIF321_THREED_N and DIF321_THREED_P are typical of the waveguide when
the gate is reverse biased. The waveguide region under the gate is depleted of electrons (<
1.0z10'%) and holes (< 1.0z10'0) while the region outside the gate is unchanged.

¥ Streetman, p. 290
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7.5 Index of Refraction Changes

The change in index of refraction is calculated from the change in the electron and hole
distributions. In silicon, changes in the real component of the refractive index, An, can be
calculated using data from Richard Soref. 4 .

Ane(1.3) = -6.2210722AN, 7.9
Any(13) = -6.0z10718(aN,)08 710

At 1.55 uM wavelength, the predicted refraction effect is
Ane(1.55) = -8.8z10722AN, 1.1

Anp(1.55) = -85z10718(aN,)08 712

There is a linear relationship between the index of refraction and the electron concentration
but a nonlinear relationship between An and the hole concentration. Since the index change
constants are negative, electron or hole injection will decrease the refractive index while depletion
will increase the refractive index.

Finally, the refractive index changes due to the change in electron concentration and change
in hole concentration at each zy mesh point are added together to form the total refractive
index change profile.

An = Ane+ 4ny  7.13

Contour plots DIF321_THREED_13 and DIF321_THREED_155 are typical of the index change
profiles expected from this geometry. Although, there is a large 10~4 increase in index change,
it is in the gate region not the waveguiding region. The refractive index change in the con-
duction channel is on the order of 1.0210~%, much too small for phase modulation.

Table 14: Summary of Maximum Index Change in Gate Region when V, is changed
from 0 to -17.5 volts

title anode (v3) cathode (v4) An(1.3) An(1.55)
DIF321 0.0 -0.7 1.29e-4 1.83e-4
DIF322 0.0 -0.5 1.26e-4 1.79e-4
DIF323 0.7 0.7 1.29e-4 1.83e-4
DIF332 0.7 0.0 1.16e-4 1.65e-4
DIF333 4.0 0.0 1.14e-4 1.61e-4

! Richard Soref and Brian Bennett, "Electrooptical Effects in Silicon”, 1EEE Journal of Quantum Electronics, Vol QE-23,
January, 1987, p. 127

41-44




7.6 Results and Discussion

The phase change from a waveguide can be calculated from

2
A = T”AnL 7.14

However, if the index change in the waveguide is not uniform then the index changes within
the waveguide must be summed. 5 Mathematically this can be expressed as

= 2n
a4 =y  AmAL 715
1=1

where

Aé is the phase change,

A is the wavelength,

An, is the index change from x| to x|,1,

and AL is the distance from xj to xj,.1 ( AL = xj - X141 ).

The predicted phase change was calculated from x=175 uM, the start of the gate region, to
x=825 uM, the end of the gate region. At the center of the waveguide, y = 1.25 uM, the
phase change vs. gate distance was graphed.

Graphs DIF321_LEN_PHASE is typical of a graph of the phase change vs. length for the
DIF310 structure under different biasing conditions. A 180 degree phase shift is 3.1415 radians
and the total phase change for the 650 uM waveguiding between the gate and substrate is
significantly less. Although the phase changes are not as large as expected, it does give an
indication of what biasing schemes are worth future consideration. The phase change is larger
in the gate region but that region would not confine light.

Table 15: Summary of Phase Change Calcuiations in the Center of the Waveguide
fromz = 175 uM to = = 825 uM

title anode (v3) cathode (v4) A¢(1.3) A$(1.55) radians
DiF321 0.0 0.7 0.0210 0.0248
DIF322 0.0 -0.5 0.0196 0.0233
DIF323 0.7 0.7 0.0200 0.0237
DIF332 0.7 0.0 0.0194 0.0231
DIF332 4.0 0.0 0.0184 0.0218

The five biasing schemes are representative of the types of conditions used to inject elec-
trons and holes into a conduction channel. From these PISCES IIB simulations and optical
calculations, one can draw the following conclusions:

® The peak current density for a longitudinal design will be less than a transverse one.
5 p.C. Kendall, M. J. Adams, S. Ritchie, M. |. Robertson, "Theory for Calculating Approximate Values tor the Propagation

Constants of an Optical Rib Waveguide by Weighting the Refractive Indices”, 1EE Proceedings, Vol. 134, September, 1987,
p. 701,
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The biggest obstacle is to source current from the anode without affecting the gate contact.
Since the gate-cathode is a p-i-n junction, there is a limit of -0.5 volts that can be applied
to the n+ cathode.

The basic problem with a longitudinal design is that the current density in the conduction
channel is not great enough to inject sufficient free carriers into the plasma to alter the
index of refraction. Even though increasing the anode voltage will increase the current
from the anode to the cathode, the applied anode voltage will cause the conduction
channel to pinch off.

While the PISCES IIB simulations predict changes in the electron and hole concentrations
in the waveguiding region of the DIFET, they probably are not large enough for phase
modulation applications.
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CHAPTER 8
CONCLUSION

The motivation for this work was to analyze two dimensional rectangular silicon structures
as electro-optic waveguides but the analysis method, can also be applied to any material and
geometry. Although this work is concerned with only silicon, this approach can be adapted
to simulate different semiconductor and insulator materials such as gallium arsenide (GaAs)
or lithium niobate (LiBNO3). PISCES IIB can be used to characterize the electrical properties
of a semiconductor device under various doping or biasing conditions. This method included
a more complete description of bimolecular recombination, diffusion currents and nonplanar
current flow than previously employed. Index of refraction changes were calculated based on
the change in the electron and hole concentrations under different biasing schemes. Large
index changes within a confined optical region would mean that optical phase modulation
is possible for that particular structure. Since many of the refractive index changes are not
uniform across the waveguiding region of the device, the effective index change, An,;¢, was
also calculated. Silicon does not exhibit a linear optic effect, and has small second order
electro-optic effects. Therefore, changes in its index of refraction due to charge injection were
studied. Since silicon is a well understood material for electronics circuit design, it also holds
the most promise for practical electro-optic waveguides

Using PISCES IIB, a more complete two dimensional model of the semiconductor structure
has been presented. This model includes diffusion currents as well as recombination effects
and two dimensional current flow. By injecting electrons and holes into the semiconductor
plasma, changes in the real component of the refractive index can be induced. The refractive
index changes are used as a basis for the design and analysis of electro-optic phase modulators.

Although it was not considered in this work, a Kramer-Kronig relation could be used to
calculate the imaginary part of the dielectric constant from the real component of the index
of refraction. With the imaginary component, the losses in the waveguide vs. distance could
then be predicted.

Two different types of models were analyzed; double injection field effect transistors (DIFETs)
and metal-oxide-semiconductor field effect transistors (MOSFETs). Although the DIFET
electro-optic waveguide exhibits phase change potential, it is not as significant as the pre-
dicted changes in a one dimensional analysis. The problem with the DIFET is an inability to
inject large enough electron and hole densities into the waveguide while maintaining optical
confinement in the conduction channel. A large anode voltage, needed to inject holes, will
pinch off the conduction channel and reduce the size of the optical waveguiding region. An
anode voltage, needed to inject electrons, is limited because, below -0.5 volts, the gate region
also becomes a source of holes. However, the holes are not injected into the waveguiding
region but between the cathode and gate regions.
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Both single and double injection MOSFET geometries were analyzed. Since the MOSFETs
were transverse designs, the drain and source contacts were separated only by the width of
the gate region. Consequently, the current density is the limiting factor in & transverse design.
For insulated gate type structures, effective index changes on the order of 1073 are possible
but only in the depletion region beneath the insulated gate. Since the depletion region is
dependent on concentration, larger refractive index changes are possible only in submicron
wavegtides.

8.1 Summary of Results

This work has studied four different geometries, MOS diode, single and double injection
MOSEFETs and longitudinal double injection FETs, for possible applications as silicon electro-
optic phase modulators. The largest index changes are predicted in the simple MOS diode
but it is also the structure with the smallest waveguiding region (only 0.25 uM thick). The
peak index changes in the DIFET are positive because Anmgz is in the gate region not the
waveguiding region.

Table 16: Summary of Maximum Refractive Index Changes for Geometries Studied

refer to
device section injection Aav, An(1.3) An(1.55)
MOS diode 2.5 none -25.0 -4.68e-3 -6.64e-3
MOSFET 4.71 single -4.4 -3.14e-4 -4.45e-4
MOSFET 5.52 double -25.0 -1.43e-3 -2.03e-3
DIFET 75 double -17.5 +1.29¢-4 +1.83e-4

Comparing the MOSFET structures, larger effective refractive index changes are possible for
double injection structures than for single injection. If the waveguiding area is thin enough
(submicron) then 10~3 index changes can be realized.

Table 17: Summary of Maximum effective Refractive Index Changes for Trans-
verse MOSFET Devices

Area
device injection uM? av, Vs An.pp(1.3) An. ;7(1.55)
MOSFET single 1.2 -4.4 1.0 -1.68e-4 2.37e-4
MOSFET double 24 -25.0 0.85 -1.96e-5 -2.78e-5
MOSFET double 1.2 -25.0 0.85 -6.76e-4 -9.77e-4

8.2 Future Studies

Longitudinal structures will probably need to be insulated gate structures. The reason is that
an oxide layer between the gate contact an the waveguide will provide a strong confinement
layer. If the substrate region is also oxide, then the waveguide will be symmetrical because it
will be bounded, top and bottom, by media with the same refractive index.
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Waveguides with an insulated gate will also have to be submicron thick devices. The predicted
waveguide thickness can be calculated by solving the equation for the maximum depletion
width for the maximum injected electron or hole concentration.

Transverse waveguide structures are limited by the peak current density in the device. If the
drain and source contacts are separated far enough apart then short channel effects can be
ignored. However, for single mode waveguides, the maximum calculated separation distance
is 12.0 uM.

In conclusion, this work certainly has not exhausted all the possibilities for electro-optic silicon
waveguide design. Our study has developed the theory and technique for analyzing novel
waveguide structures in both transverse and longitudinal configurations. Previously, only a
one dimensional analysis of optical waveguiding structures was available and these analysis
techniques were used to examine waveguide designs proposed in earlier work.

41-49




CHAPTER 9
SELECTED BIBLIOGRAPHY

Adams, M. J. An Introduction to Optical Waveguides, New York: Wiley & Sons, 1981.

Adams, M. ]., S. Ritchie and M. J. Robertson. “Optimum Overlap of Electric and Optical
Fields in Semiconductor Waveguide Devices.” Applied Physics Letters, Vol. 48, 31 March
1986, 820-2.

Alferness, R. C. "Optical Guided-Wave Devices.” Science, 14 November 1986, 825-9.
Blatt, Fred. Physics of Electronic Conduction in Solids, New York: McGraw-Hill, 1968.

Cap, F. F. "New Analytical 3D Method to Calculate Electromagnetic Waves in Glass Fibers
of Arbitrary Cross Section Curvature.” Integrated Optical Circuit Engineering Ill, SPIE Pro-
ceedings, vol. 651, Australia, 1986, 133-5.

Friedman, Lionel. “Proposal to Air Force Office of Scientific Research.” Research Initiation
Program, December, 1987.

Friedman, Lionel, Richard Soref and Joseph Lorenzo. “Silicon Double-Injection Electro-optic
Modulators with Junction Gate Control.” Journal of Applied Physics, 15 March 1988, 1831-9.

Hack, M., M. Shur and W. Czubatyj. "Double-Injection Field-Effect Transistor: A New Type
of Solid-State Device.” Applied Physics Letters, vol. 48, 19 May 1986, 1386-8.

Hartnagel, Hans. Semiconductor Plasma Instabilities, New York: American Elsevier Publish-
ing, 1969.

Hecht, Eugene. Optics, Reading, MA: Addison-Wesley, 1987.

Hickernell, Fred. "Optical Waveguides on Silicon.” Solid State Technology, November, 1988,
83-8.

Hockney, Roger, and James Eastwood. Computer Simulations Using Particles, New York:
McGraw-Hill, 1981.

Holt, E. H. and R. E. Haskell. Foundations of Plasma Dynamics, New York: MacMillan,
1965.

Hutcheson, Lynn. Integrated Optical Cirucits and Components, New York: Marcel Dekker,
1987.

Integrated Optical Circuit Engineering V1, SPIE Proceedings, Vol. 993, Boston, MA, Septem-
ber, 1988.

Kendal, P. C., M. ]J. Adams, S. Ritchie and M. J. Robertson. "Theory for Calculating Ap-
proximate Values for Propagation Constants of an Optical Rib Waveguide by Weighting, the
Refractive Indices.” IEE Proceedings, Vol. 134, September, 1987, 699-702.

Kittel, Charles. Introduction to Solid State Physics, New York: Wiley & Sons, 1986.

41-50




Lampert, Murray and Peter Mark. Current Injection in Solids, New York: Academic Press,
1970.

Levy, Ronald. “Integrated Photonic Devices on Silicon.” Solid State Technology, November,
1988, 81.

Marcatilli, E. A. "Dielectric Rectangular Waveguide and Coupler for Integrated Optics.”
Bell System Technical Journal, vol. 48, September, 1969, 2072-89.

Marcuse, Dietrich. Theory of Dielectric Optical Waveguides, New York: Academic Press,
1974.

McCaughan, Leon. "Advanced Guided-Wave Integrated Optic Devices.” Short course at the
SPIE Conference, Boston, MA, September 6, 1988.

Moss, T. S. Optical Properties of Semiconductors, London: Buttersworth Scientific Publica-
tions, 1959.

Musikant, Solomon. Optical Properties, New York: Marcel Dekker, 1985.

Pankove, ]J. Optical Processes in Semiconductors, Englewood Cliffs, New Jersey: Prentice-
Hall, 1971.

Pinto, Mark, Connor Rafferty and Robert Dutton. “PISCES-II User’s Manual.” Stanford
University: Stanford Electronics Laboratories, 1984.

Quimby, Richard. Introduction to Optoelectronics lecture notes, Worcester Polytechnic Insti-
tute, January, 1988.

Seraphin, B. O. and N. Botka. "Franz-Keldysh Effect of the Refractive Index in Semiconduc-
tors.” Physics Review, Vol. 139, 19 july 1965, 562-5.

Sluss, James. "An Introduction to Integrated Optics for Computing.” Computer, December,
1987, 9-23.

Soref, Richard. "Notes on Silicon Triodes.” Private memo, January 19,1988.
Soref, Richard. Private memo to Prof. Lionel Friedman, 11 May 1988.

Soref, Richard and Brian Bennett. "Electrooptical Effects in Silicon.” IEEE Journal of Quantum
Electronics, January, 1987, 123-8.

Soref, Richard and Joseph Lorenzo. "1.3 uM Electro-optic Silicon Switch.” Applied lChysics
Letters, Vol. 51, 6 July, 1987, 6-8.

Soref, Richard and Joseph Lorenzo. “All-Silicon Active and Passive Guided-Wave Com-
ponents for 1.3 uM and 1.6 uM Wavelengths.” IEEE Journal of Quantum Electronics, June,
1986, 873-9.

Streetman, Ben. Solid State Electronic Devices, Englewood Cliffs, New Jersey: Prentice-Hall,
1980.

Suematsu, Yasuharu, and Ken-Ichi Iga. Introduction to Optical Fiber Communication, New
York: Wiley & Sons, 1982.

Sze, S. M. Semiconductor Devices Physics and Technology, New York: Wiley & Sons, 1985.

Teit, M. D. and J. A. Fleck, "Light Propagation in Graded-Index Optical Fibers.” Applied Optics,
Vol. 17, 15 December 1978, 3990-8.

41-51




Whalen, M. S. and J. Stone. "Index of Refraction of n-type InP at 0.6633-um and 1.15 um
Wavelengths as a Function of Carrier Concentration.” Journal of Applied Physics, June, 1982,
4340-3.

Wilson, J. and J. Hawkes. Optoelectronics: An Introduction, Englewood Cliffs, New Jersey:
Prentice-Hall, 1983.

Yariv, Amnon and Pochi Yeh. Optical Waves in Crystals, New York: Wiley & Sons, 1984.

Young, T. P., G. A. Armstrong and W. P. Smith. "Semiconductor Finite Elements for Inte-
grated Optics.” GEC Research Ltd., November, 1987, 1-6.

41-52




Appendices can be obtained from
Universal Energy Systems, Inc.

41-53




1986 USAF-UES MINI GRANT PROGRAM

Sponsored by the

AIR FORCE OFFICE OF SCIENTIFIC RESEARCE

Conducted by the-

UNIVERSAL ENERGY SYSTEMS, IXNC.

MINT-GRANT FINAT REPORT

MEASUREMENTS OF £ S1OT ANTENNA FED BY
COPLANAR WAVEGUIDE AND STLUTION OF
AN _INFINITE PHASED ARRAY OF SLOTS FED BY COPLANAR WAVEGUIDFE
QVER A DIFLECTRIC HALF~SPACE

Prepared byv: Dr. Donald F. Hanson

Academic Rank: Associate Professor

Department and Department of Electrical Engineering
University: University of Mississippi

University, MS 38677

USAF Research Contact: Dr. Robert J. Mailloux
Rome Air Development Center
EEA
Hanscom AFB, Ma 01721
Date: June 1, 1988
Time period of grant: Jan. 15 - Dec., 15, 1987

A




I. INTRODUCTION

A. VWork Completed

The Air Force has a vital interest in the rapidly developing
Monolithic Microwave Integrated Circuit (MMIC) technology. Interest in
developing MMIC integrated circuit antennas for phased arrayrs is high.
One type of antenna element that shows great promise for this
cpplication is the slot antenna fed by coplanar waveguice.

This writer’'s USAF-UES Summer Faculty Research Program (SFRY)
project was to study the "Fields of a Slot Antenna on a Half-Space Fed
by Coplanar Waveguide Using the Method of Moments". This writer's final
report [1] from 1986 provides a numerical (Momernt Method) solution to
the single slot fed by coplanar waveguide. This has been reported [2]
in the literature. This writer's final report (3] from 19€5 provides
(a) a literature review on the topic of coplanar waveéuide; (b)
applicable source configurations for modeling slot receivers/radistors
in coplanar waveguide; and (c) mathematical methods for formulating
planar phased arravs fed by coplanar waveguide. The mini-grant proposail
[4] outlined three objectives for 1987. First, design data for a single
slot antenna fed by coplanar waveguide were to be obtained. Second,
design data for an infinite phased array of slots were to be obtainec.
Finally, another objective was to do measurements of a single slot
antennz fed by coplanar waveguide. The last two objectives, being new,
were the first to be worked on. 1In fact, the third objective on
measurements became a major commitment in time and effort. At this
time, the computer program for the second objective (arravs) has t-:n

finished, but design data have nct vet been obtained.
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Preliminary measurements for several cases are complete and more
are being done. Therefore, this final report contains major sections on
(1) measurements of slot antennas fed by coplanar waveguide and (2)
integral equations for an infinite phased array of slots fec by coplanar
waveguide. This work will continue. & Cyvber 860/180 computer and a
Cvber 205 supercomputer have recently arrived on campus at the
University of Mississippi. The programs which I wrote during 1986 at
Hanscom AFB will run without modification on the Cvber 860/180. The
Cvber 205 supercomputer will be very useful to solve the infinite phased
array case.

B. Coplanar Waveguide

Coplanar waveguide uses the transmission line structure shown in
Figure 1. The two outer half-planes are grounded and the signal is fed

in on the center line. The thin metal structure is held in place by

8]

dielectric, which is a half-space (y<0) of dielectric constant €. € fo
the numerical calculations. Two slots are present for a < |x| < b. The
x-extent of the metal is 0 < |x| < a and |x| > b.

Coplanar waveguide (CPW) is used in many circuit applications
because components can be mounted in either series or shunt. It is also
especially convenient for three terminal active devices like FETs which
require both shunt and series connections at the same location. The
ground plane metalization then surrounds the device which makes low
inductance connections to ground possible. This gives increased gain in
an amplifier configuration. CPW also provides reliable microwave
frequency interconnections on semiconductor surfaces for monolithic
semiconductor integrated circuits. All microwave frequency

interconnections can be made on a single coplanar surface. Recent work
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Figure 1. Coplanar Waveguide Geometry.
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ir. slow-wave CPW structures has provided the ability to minimize the
chip surface area required for transmission line applications in
exchange for increased attenuation down the line. Coplanar inductors
and power FETs can be made using air bridge technology. Reliable
methods for routing DC biasing lines over the CPW to the active device
sites must still be developed, however.

C.P. Wen [5) apparentlv first described CPW and calculated its
characteristic impedance. Using conformal mapping techniques, he found

it o be

En/ €
7 = J 0o 1 Kk
0 4 1 p K(k)
r
J
(1.1)
a a2
k=g k=/1“[8]
vhere K is the complete elliptic integral of the first kind. An
excellent review of the pre-1979 literature on CPW is found in [6]. The

most recent literature on CPW applications, particularly relating to

active devices, is describec in [3]. A recent text [7], Applications of

GaAs MESFETs, covers the use of coplanar waveguide on GaAs substrates.
Pucel [8) describes the use of CPW in monolithic microwave circuits and
compares it with microstrip, coplanar strips, and slot line. He
concludes that of the four, microstrip and CPW are best for GaAs

monolithic ecircuits, but that microstrip is preferred
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C. Antennas

Antennas proposed for incorporation into planzr phased arravs ar
the microstrip dipole or patct antennas, and the slot dipole or ring
antennas. A recent (1983) book chapter "Integrated-Circuit Antennas"

[9]1 covers the applicable concepts. Another book, Microstrip Antennas

[10}. surveys microstrip and slot antennas and is a handy reference. A

special issue of IEEE Trans. Antennas Prop. {1ll] on microstrip antennas

covers many aspects of the area.

The substrate that is currently most often discussed for monolithic
antennas is GaAs which has a relative dielectric constant of
approximately 13. This causes problems when antennas are mounted on its
surface. Large amounts of power can be trapped inside the substrate
instead of being radiated into space. Reciprocity is often used to
calculate radiation patterns of microstrip and slot antennas.

During the summer of 1986, a computer program waé written for a
Cyber computer to solve for the fields of a single slot antenna fed by
cnplanar waveguide over a dielectric half-space. The integral equation
formulation for this case is given in [l1]j. The integral equation is
solved using the moment method. Results are given in [1l] and [2].
Measurements of such a single slot antenna fed by coplanar waveguide
have been made and are described in this report. The integral eguation
formulation for an infinite phased array of slot antennas fed by

coplanar waveguide is also given in this reporc.
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I1. MEASUREMENTS OF SLOT ANTENNAS FED BY COPLANAR WAVEGUIDE

The measurements were of two types, input impedance and radiation
patterns. Figure 2 shows a slot antenna fed by a section of Coplanar
wWaveguide (CPW). The input impedance of the slot needs to be measured
at the intersection of the slot and the CPW. Therefore, the impedance
measurement at the connector must be corrected to obtain the proper
impedance at the slot antenna. To do this, a two-port section of CPW
was measured to obtain the de-embedding data.

Printed circuit substrate materials obtained from RADC were of two
types. Oak 602 Teflon and 3M EPSILAM-10, hereafter referred to as
Type A and Type B substrates, respectively. Type A material was 1/16"
thick and has a relative dielectric constant €. of 2.54. Type B
material was 1/20" thick with €rpy = 10.2, € = eryy = 15.0. Antennas
fed by CPW were made from both substrates. All connectors obtained from
RADC were of OSM 215-3CCSF SMA type. These were the materials used
throughout. Both the grounded, or copper-backed, case and the
ungrounded, or plain-bottomed, case are examined. Figure 3 shows the
geometry for the groundec case.

This section on measurements is divided into several parts: First,
there is the design of the CP¥. Then, there is the design of the slot
antennas. .Third, there is the theory of connector and feedline
characterization. Fourth, there is the measurement of the CPW two-port
sections. Fifth, there is the de-embedding of the input impedance and

determination of the resonant frequency. Finally, the far-field

patterns are measured.
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Figure 2. Slot Antenna Fed by CPW with SMA Connector.
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Figure 3. Grounded or Copper-Backed Coplanar Waveguide.
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A. Design of CPw

First, the CPW feedline to the slot antenna needs to be designed.
Since the measurement equipment is based on 5001, the design value for
the CPW characteristic impedance was chosen to be RO = 503. For each

substrate material, both the grounded and the ungrounded cases were

designed. These are:

(1) Type A substrate, grounded
(2) Type A substrate, ungrounded
(3) Tvpe B substrate, grounded
(4) Type B substrate, ungrounded
The design used a computer program from [12]. For the ungrounded

case, the effective ¢_ [13] that was used was
e

€ eff = 1+ q(er - 1) (2.1)
K(k,)/K(k,")
N SRR SASRAN S .
where q=5 K(k) /R(K') (2.23)
a
k = b (2.2b)
and k, = sinh(ma/2h)/sinh(xb/2h) (2.2¢)

1

Figure 3 shows the dimensions for a, b, and h. K(k) is the complete
2.1/2

elliptic integral of the first kind and ki' = (1 - ki . The
characteristic impedance is given by
z, = 307 (2.3)
Je opr RKI/K(EKD)

These formulas were modified to account for the cladding thickness t

using formulas from [14].
For the grounded case, a formula from [15] was used. The grounded

case is treated as a combination of a microstrip and an ungrounded CPW.
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Therefore, the formula use: both the previous formula fc: Zu and a
formula 2m for the characteristic impedance of microstrip. The grounded

case formula [15] is

. L U S T ]
‘=[1+5q z 14 :nJ (2-6a)
where q= %é { E -1 ] { 3.6 - 2.0 exp [ —(er + 1)/4 ] } (2.4b)

-

A formula from [1l4, pp. 62-63] was used to compute Zo including the
effect of the cladding thickness t.

These formulas for 2u and Zg were used to design the coplanar
waveguide feedlines. A reasonable value of strip width S = 2a was
chosen and then slot width W = b-a was varied until a value c¢close to
500 was obtained. For the cases 1 through 4 given at the beginning of
this section, the design values for W and S and the computed values of

RO are given in Table 1 below.

Table 1. CPW Design.

Case > 1 2 3 4
S 3.C mm 2.0 mm 1.0 mm 1.8 mm
W 0.5 mm 0.25 mm 1.9 mm 1.0 mm

Ro 2o = Zy = Zé = Zy =

58.50 51.20 4% 50 50 .58

Type ) A A B B

B. Design of Slot Antennas

The design of the slot antenna was done by determining an effective
dielectric constant and then finding the length corresponding to the
wavelength divided by two in the medium. Two cases were designed.
First, the case of a slot fed by CPW without conductc: backing, and

second, the case with conductor backing.
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For the case without conductor backing, it was decided to use an o

expression similar to tha:t used in the design of the CPW even thougl: an

expression for slot lines may be more correct phnysically. An

appropriate slot line expression was not found,

was computed from the following equation [€, p.
e+ 1
€ reff = -——3—— [ tanh (1.785 log(h/W) + 1.
kW
*h
where k = % = S/(S + 2W) and h is the substrate

however. Therefore, ee

275}

75) +

thickn.ss.

(0.CG.. - 0.7k + 0.01 (1.0 - 0.1 er)(0.25 + k)) ] (2.5)

For the case of a slot antenna fed by CPW with conductor backing,

as shown in Figure 3, € rofs WS computed as the average between the

ey of the CPW feedline and the € reff of the slot antenna when viewed

as a section of CPW. This was done because formulas for ¢

formulas were computed bv a computer program "EPSLON" using the

following formulas [16]:

ereff =1+ q(er - 1)

R(k,) /K(k, ")
where 9% K /K(k]) + K(R)/K(K)
a
k = b
and k, = tanh(wxa/2h)/tanh(nb/2h).

1

The values of a, b, and h are shown in Figure 3.

The resonant length of the slot antennas was chosen to be
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slot antenna slot line could not be found. Therefore, the two € refs

of the

-

(2.6a)

(2.6b)

(2.6c¢)
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for all cases. This choice is similar to

given in [17].
For a nominal resonant frequenc: of 6 GHz, the computed values of

€ and L are shown in Table 2.

reff

Table 2. Antenna Lengths £ = 6 GH:

Antenna > 1 2 2 4
€reff 1.88 1.50 6.59 4. 85
L(mm) 17.70 19.80 g .45 11.00

L= 50(.&85)//ereff mm

Since experimental resonant frequencies of this lengt£ were found to be
6% too high and since it can be shown that dL/L = -df/£f, antennas 1, 2,
and 4 are being remade with a length L' = 1.06L.

The printed circuit board layouts were prepared using the computer-
aided-drafting program AutoCAD. On examining the finished boards on a
laboratory microscope, they were found to be quite close to the desirec
dimensions. Figure 2 shows such a finished antenna.

C. Connector ancd Feedline Characterization

The input impedance to the slot antenna fed by CPW must be measured
accurately at the input which is the line 4-4', as shown in Figure 4.
Therefore, it is necessary to characterize the CPW feedline {3), the

SMA/PCB connector (2), and the APC7/SMA adapter (1), as shown in
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(1) APC7/SMA adaptor
(2) SMA/PCB connector
(3) CPW feedline

(4) slot antenna

Figure 4. Slot Antenna Fed bv Coplanar Waveguide.
with Connector and Adapter
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Figure 4. The APC7/SMA adapter is necessary to connect t..¢ Luard to the
reflection/transmission test sec, a component of the network analvier
system. If the devices (1), (2), and (2) are characterized, then input
impedance measurements made at 1-1' can be used to de-embed the input
impedance at 4-4'.

To characterize the devices (1), (2). and (2), a method suggested
by (18] was employed. A section c¢i CPW was needed that was identical to
the CPW line on the slot antenna board, except twice the length (/2
where {/2 is shown in Figure 4. Identical connectors and adapters were
needed on each end so that the board is svmmetric from lef: to righ:.
Such a CPW two-port is shown in Figure 5. The idea {18! is that the
precision APC7/SMA connectors (devices (1) and (1)’) and the length of
CPW line (3) are modeled as simple transmission line sections. The
discontinuities in sections (2) and (2)' are modeled by S parameters.
The S matrices for both sections (2) and (2)' are assumed to be
identical. The signal flow graph [19] for the configuration shown in
Figure 5 is shown in Figure 6.

Using the CPW design data given in Table 1, four 2-inch sections of
CPW were built, as shown in Figure 7. The layout for the boards was
done using AutoCAD computer-aided-drafting software on an IBM-TC. Some
small errors were encountered since the laser printer had only 75
line/inch resolution in graphics mode. The layouts were made 4 times
larger than actual size, so line widths referenced to actual size were
quantized in steps of 0.085 mm. For this reason and also because of the
manufacturing tolerances ir the etching equipment, the measured
dimensions are not exactly the same as designed. The measured

dimensions are shown in Table 3 below. Note that the two slots were of

slightly different widths W on board 1 and board 4.
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Figure 6. Signal Flow Graph Modeling the Configuration of Figure 5.
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~J

. Two Inch Sections cf CPW.
The Left Two are Copper-Backed.
The Right Two are Plain-Bottomed.

Figur
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Table 2. Measured Dimencions.

Board 2 2 2 4
S 3.0 mm 2.% mm 0.9 mm 1.9 mm

W 0.55/ 0.36 mm 2.0 mm 1.1/
0.58 mm 1.0 mm

The four CPW sections were used to obtain accurate de-embedding
data for the slot antenna fed by CPW input impedance. Referring to
i it wi d that = a a a
Figure 6, it will be assumed t 21 512 and that 1’ 2o and ay nd

61, 62, and 63 are known. Therefore, the three remaining unknowns are

511’ 522, and S = Sgl = 512’ Three measurements of the CPW boards are
necessary to determine these values. The three calibration measurements
that were performed are reflection measurements with matchec termination
and short circuit termination and a transmission measurement.

First applving a matched termination to the CPW board, the signal
flow graph is as shown in Figure 8(a). Using Mason's gain formula with

approximation {19], the reflection coefficient for the matched

termination becomes

e-j2(01+€2) (2.93)

2 2 .2
+ &) 8 Sy5 Sy

This assumes |522| << 1. Second, a short circuit termination is applied
to the CPW. The signal flow graph model becomes as shown in Figure
8(b). Using Mason’s gain formula and assuming ISZ2I << 1, the

reflection coefficient becomes

2 5260 . 2 2 2 j2(87+82)
T,=2)5;,¢ +ay) &y Sy, 5y,
(2.9b)
_ .2 .2 2 4 -j2(61+62+63) 2 ~j263
a1 a2 a3 S12 e (1 - ay S11 e )
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(e)

Figure 8. Configurations for Calibration Measurements.

(a) Reflection (Matched).
(b) Reflection (Short Circuit).
(¢) Transmission.
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Finally, a transmission measurement is used. The signa® flow graph for
the transmission mode. is shown in Figure 8(c). Again, applyving Mason’s

gain formula and assuming |S°2| << 1, one obtains

) o4 ;
T=a a,a, s, e N1 2.9¢)
T a s £ = = R a
Once Ty FZ, and T are known, the values of S 812 S;l, Sll ncé
522 can be found bv simultaneous solution. The wvalues are
2 T 3
st =0 od (61+92+63) (2.10a)
"1 %2 73
T2 + F2 - Fl
= 2
S115 2 2 -j264 (2.10b)
T a, e
3
r, - als. e 3201
s = 1 1 711 (2.10¢)
227 2 2 2 -j2(61+67) <-ve
1 %2 "12

In this case of a slot antennz fed by CPW line, the section of line
identified by (3) in Figure 5 was chosen to be of zero length. This
choice required that the CPW line section be made of length ¢ in Figure
5 where £/2 is the length of the CPW feedline section shown in Figure 4.
Thus, both the CPW feedline and the SMA/PCB connector may be
characterized by the S-parameters. Thus, a2 = 1.0 and 92 = 0.0. The
values of al, a3,and 01, 63 were determined from four independent
measurements of the APC7/SMA adapters. 1In the range of frequencies from
5 to 7 GHz, a; and a, were found to be almost 1.0. Valiues fer 61 and 63
were obtained.

Using the assumption that a, = 1.0 and 62 = 0.0, the signal flow

graph for the slot antenna fed b CPW is as shown in Figure 9. Using

Mason's gain formula, one obtains
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Figure 9.

Signal Flow Graph for Slot Antenna Fed by CPW.
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' - 6§, e -j2E,
m i
r.o= = — (2.11;
in 2 -j26q - -ji6
512 3 + 522 (Am - Sll €

This is the formula for de-embedding the input impedance to the slot
antenna fed by CPW.

D. Measurement of CPW Boarce for S Parameter Charac-eriza<cion

Prior to making measurements of the CPV sections, measurements were
made to assess the performance of the automatic network analyzer svstem
which is illustrated in Figure 10. To do this, a precision 3dB /J
attenuator was choser to be the device under test. Both reflecticn and
transmission type measurements were performed. For & reflection
measurement with a load of the 3dB attenuator with sho:: circuit
termination, it was found that in the test frequency range between 5.0
and 7.0 GHz, a reflection coefficient of about 6dB was obtained as
expected. The magnitudes of S., and 522 for the 3dB attenuator differed

11

by less than 0.05 dB and the phase of Sll and 527 ciffered by less than

1°., TFor the transmission measurement, it was found that the

transmission coefficient measured had a magnitude very close to 3dB.
Next, a measurement was performed on the APC7/SMA precision

adapters (Sections (1) and (1)’ of Figure 5). The adapters on hand wvere

not identical and were of slightly different lengths. Their

_j93

.. . s -3jé
transmission coefficients can be expressed as a e 3% and ay e

respectively. Over the range of frequencies from 5 to 7 GHz, empirical

]

formulas were developed from the measured data. These formulas are
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Figure 10. Automatic Network Analyzer Svstem.
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51.9 (£ - 6.4) + 301.9 5.0 84 t..
67 in degrees = % 2.12b)
37.8 (f - 6.4) + 301.9 6.4 <f<7.0
\
(
49.0 (f - 6.4) + 286.1 5.0< £ < 6.4
f3 in degrees = g (2.12¢)
36.7 (£ - 6.4) + 286.1 6.6 < f<7.0
\

These formulas are used in the computation of the S parameters for the
CPW feedline/connector combination, and are needed to de-embed the input
impedance of the slot antenna.

As discussed previously, two reflection measurements, one with
matched termination and the other with short circuit termination, and
one transmission measurement need to be made of the CPW two-port
situation shown in Figure 5 to determine the S parameters for the CPW
line section and connector, as shown in Figures 4 and 9. Figure 11
shows a side-by-side photograph of the slot antenna board and the CPW
two-port board for Case 1 of Table 1. Note that the EPW two-port board
is twice as long as the section of CPW on the slot antenna board.

Initially, the two reflection measurements and one transmission
measurement were performed on CPW two-port boards 2 and 4 described by
Table 1. Later, this data was measured for board 1. This data was
stored in a computer file for use in obtaining the de-embeddec input
impedance of ths slot antenna. The data was used to compute the values

for § and S using Equations (2.10a-c).

110 S22
E. Reflection Measurement of Slot Antenna

The experimental set-up for reflection coefficient measurement of a
slot antenna board is the same as that shown in Figure 10. First, the

network analyzer system is calib:asted using three standard SMA
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Figure 11. Slot Antenna Board with CPW Board.
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terminations - a matched 50G lczc, a short circuit, aud an open circulcz.
Then, the reflection coefficient of the slot antenna board is mecasurecd,
automatically error corrected, and the data are displaved cn the
computer display. The reference plane for the reflection coefficient
data is defined as shown in Figure 12(a). Including the effects of the
adapter, it is easy to make the reference plane, as shown in Figure
12(b). Equations (2.10) and (2.11) assume the reference plane is as
shown in Figure 12(b).

The actual reflection coefficient TL of the slot antenna is definec
at the reference plane, as shown in Figure 13. A computer program
"DMBED" reads the input data file CALIB and computes the S-parameters cf
the connector/CPW feedline section from Eq. (2.10). It also accepts the
measured reflection coefficient data Fm and then computes FL = rin
defined, as shown in Figure 13, from rm and [S] using Equation (2.11).
The input impedance of the slot antenna is computed uging

1+ rL

in~T1-r, Z0

yA

where Zo is the characteristic impedance of the CPW feedline.

Preliminary measurements were made for boards 2 and 4 of Table 1.
The measurements for board 4 were difficult to interpret and so
initially work was focused on boards 1 and 2 which both were of Type A.
Calibration measurements were made on board 1. These measurements were
stored on the computer for use in the de-embedding scheme. The computer
program outputs the de-embedded input admittance versus frequency data.
Figures 14 anc¢ 15 show the de-embedded input admittance Yin versus

frequency for boards 1 and 2, respectively. The design resonant
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Figure 12. Reference Planes for Reflection Coefficient Data.
(a) At Connector Input.
(b) At Adapter Input.
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Figure 14. Real and Imaginary Parts of Yi, for Board 1.
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frequency was t .0 GHz for all slot antenna: so da:a were teren in the
range between 5 GHz and 7 GHz. Figure 14 shows a possible resonance
somewhere between 6.3 and 6.5 GHz. Figure 15 shows possible resonances
around 5.8 GHz and 6.4 GHz.

To study these phenomena more closely around these frequencies,
more data were measured in a narrow band about these frequencies through
reflection measurements on the slot antenna boards. These new data were
input into the computer program using a linear interpoiation scheme on
the calibration data to obtain the input admittance over & narrow banc.
It was observed that there was apparently no resonance at 5.8 GHz.
Figures 16 and 17 show the expanded views of Yin between 6.3 and 6.5 GH:c
for boards 1 and 2, respectively. By looking for zero cros:sings in the
imaginary part and a corresponding peak in the real parts, it was
determined that board 1 had a resonance at 6.4 GHz and board 2 had a
resonance at 6.36 GHz. These are shown in the Figure;. The real parts
of Yin are 0.042 S for board 1, and 0.145 S for board 2.

F. Measurement of Far Tield Patterns for Slor Radiators Fed by

Coplanar Waveguide

Experimental radiation patterns for the slot antennas fed by
coplanar waveguide were also measured. The coordinate system relative
to the slot is shown in Figure 18. Four E-field patterns were measured.
The H-field patterns are proportional to these E-field patterns.
Referring to Figure 18, the patterns are:

(a) |E ()], ¢ = 90°,270°
(b) |£¢(a)|, ¢ = 90°,270° (2.15)
(c) |Eg)], ¢ = 0° 1¢e0°

(d) IE¢<a>l, 6 = 0°,180°
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of Real and Imaginary Parts of Yj, for Bcard 2.

42-32

- e




Figure 18. Coordinate System for Patterns.
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Cases (a) and (b) are the v-z plane patterns and cases (c) and (d} are

the x-z plane patterns. Ea is in the planes and I, is perpendicular to

é

the planes. For the y-z plane pattern and slot directed in the x-

direction, E, is the principle component and E, is a crcss po.arized

6 &

component. Ffor the x-z plane patterns and the slot directed in the -~
direction, Ed is the principle component and Eg is a cross po.arizecd
component.

To allow for easy measurement of x-z and y-z plane patterns using a
ground plane, the 2m x 2m ground plane that was used has the circular
mount shown in Figure 192. The patterns for the x-z plane are measured
and then the circular mount is rotatec by 90° and the y-z plane patterns
are measured.

The measurement set-up is shown in Figure 20. The signal source is
a sweep generator used in the CW mode at the rescnant frequency of the
slot. The generator is modulated using a 1 KHz sine wave generator as
shown. The modulated signal is fed to the slot antenna fed by CPW
mounted in the ground plane. The ground plane forms one of the
perimeter walls of a small anechoic chamber. 1Inside the chamber, a
receiving horn antenna and a crystal detector mount are placed on a
supporting stand level with the transmitting antenna. A protractor
measures the angle of horn position. The detector output is connected
to the VSWR meter (outside the chamber) which indicates a meter reading
whose deflection is proportional to received field strength. Funds for

a horn and waveguide/coax transistion were provided by the University of

Mississippi.
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Figure 19. Circular Mount fcr Cround Tlane
Mounting of Slot Antenns Fed by CPW.
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GROUND PLANE

- T TTm=— !
ANECHOIC -7
CHAMBER e :
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GEN/(IXKH2) {
|
SWEEP
GEN.

Figure 20. Patterr Measurement Set-up Showing Ground Plane, Anechoic
Chamber, and Receiving Horn. A Protractor is also Shown
Underneath the Slot Antenna.
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The horn has just arrived and so measurements with it have not ve:
been completed. Preliminary measurements using a horn below cut off at
6.4 GHz have been made. These measurements are quite noisy and need to
be re-measured with the new horn. Similar measurements have been
performed [20]. The preliminary results for Case 1 of Table 1 are shown
in Figure 21(a) through Figure 21(d) for the cases of Equation (2.1%).
A scale factor between graphs needs to be found. The graphs are quite
noisy. The preliminary results for Case 2 of Table 1 are shown in
Figure 22(a) through Figure 22(d).

Time didn't permit measuring the antennas of Cases 3 and 4 from
Table 1. There were problems in determining the resonant frequency.

G. Conclusions of Measurements

For the antenna of Case 1, the design frequency was 6.0 GHz. The
measured resonance occurred at 6.40125 GHz. Therefore, the per cent
error is resonant frequency was 6.69%. For the antenna of Case 2, the
design frequency was also 6.0 GHz. The measured resonance occurred at
6.3625 GHz. This resulted in a 6.04% error in frequency.

In both cases, the frequency was off by about 6%. The reasons for
this need to be checked. Also, more work needs t» be done to determine
why we had trouble finding the resonance for board 4 (board 3 has not
been completed yet). The new horn needs to be used to measure patterns

for the antennas.
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Front: Dielectric

Back: Antenna and Feed (CPW)

Figure 22(a).
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III. »UMENT METHOD FORMULATION OF INFINITE PHASED ARRAVS

In addition to the measurements work just described, & moment
method solution for an infinite phased array of slots fed by coplanar
waveguide over a dielectric half-space was developed. For the single
elemer.c case, this writer [1] has provided a moment method solution.
Therefore, the present work was undertaken to extend the results to the
phased array case.

A. Infinite Phased Arrav Currents

The infinite array case is straighv-forward conceptually. 1In this
case, if one assumes that any element's currents are the same as any
other element's currents except pernaps for a progressive phase shift
between them and their closest neighbors, then the mathematical
formulation can be limited in extent to the study of a single unit cell.

Consider the periodic array shown schematically in Figure 23.
Assume the elements are slots in a ground plane and have a progressive
phase shift between elements. The x-extent of a cell is Dx and the v~

extent is D,. The cell including the origin is labelled SD' The field

)

everywhere is unigue [21] if the tangential E field is known over the

planar surface z 0. The E field on the plane can be replaced by a

A

magnetic current Hs =Ex z on top of an unslotted plane conductor.
This problem has the same solution as the original problem and is an
application of the equivalence theorem. The electric field in the slot
locations is now the same as it was before and is zero elsewhere.

The magnetic current (or tangential electric fieid) on the z =0

surface has the following periodicity property
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M (x+mD , v+ nD ) =M G
X' v s
Dx Dx
- T <x< T
2 2
m,n integers
D D
A y e —
T2 SY <3

where {22}, u, = sinf_  cosé¢,, v, = sinf_. sing,. The complex
(220, g = sinfg cosey, g 0 Sin%g P
exponentials account for the progressive phase shift mentioned
previously and are allowed in Floquet’'s Theorem for solving perlodic
differential equations. TFloquet’'s Theorem is formully described in

several books ({23-25]. Multiplying the above equation through by

exp(jkouO (x + me) + jkovo (y + nDy)), one obtains [26]

jkoug¥ ej koY

Mo (x,y) e
(3.2)
Jkouo (x + me) JkovO (y + an> o |
= e e - M (x+mlD, v+ nD)
s x'
This is now written in a proper form to see the periodic nature of the
function. Ms(x,y) itself is not periodic.
This periodic function is now in a form suirable for expansion in a
complex exponential Fourier series
jkouox jkovoy
e =

ﬁs (x,y) e

. X . v
-jk P~ -Jk.gT—
0"Dy 770Dy

w®
P A e

The current Ms can then be written in the form
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(2.4)
. ¥ . v
~jk ux  -jk v,V @ o -jk 5 -jk.qQT
- e 0°C . 00 ° s 7 e 0" Ly e 0 Dy
p:—ﬁ) q:—m pq
This is the form given bv Flogquet's Theorem [23!. This will not be used

here, but instead a moment method integrsl equetion solution will be
found.

. -jrz < o .o - : c e

Assuming an e variation with z, the electric and magnetic fields

due to the magnetic current can likewise be expanded in a Floquet series

[25). This can be viewed as the field in a waveguide due to a current

in the guide. The outward propagation constant is given by

2 2
2 _ .2 PAlT _ Ry
rpq = ko [k0u0+ ko D [kovo + ko Dy] (3.5)

Each (p,q) represents a single Floquet mode. Green's functions for
planar slots in phased arrays are given by Mailloux [22].

B. Intec.zl Fguation Formulation

The integral equation is derived by shorting the slots and covering

-

the slots with equivalent magnetic currents Ms on both sides of the
conducting sheet in the z=0 plane. Applying image theory effectively

doubles the magnetic currents which now reside in homogeneous space.

- - - -

These currents are Ml = =2 Ms and MO =2 Ms. Regions 0 and 1 are

identified as free space and dielectric, respectively. One obtains

-Qs -
H, = -jwF, - W
and 0 0 0 (3.6)
nS _ L=
h1 = JwFl V¢l

-
where F and ¢ are the vector and scalar potentials, respectively.

The currents Ho(x‘,y’) and ﬁl(x',y') each consict of a planar group
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'

of sources. These currents can be written as ¥ (x',y'), a=0,1, for =
a

and v' in (-=,o). The x' and v’ values can be written as

X' €(~® o)

] L’ . - o
X, o+ me xL e Dx/z'Dx/‘)

k4
[}

m e(~= o)

y’ € (-0 o)
y' =y, + nd_ ¥g «(-Dy/2.D./2)

n e(-w m)
The currents can also be written as

ﬁa(x'.y') = } } M, (xp + mD,yg + mD), a=C,1 (2.8)

ms—-w n=-w©

The electric vector potential can be written as

© -Jk R
F (x,y,2) = €, J J M (x',y") =575 dx'dy’ . (2.9)

where R = j(x-x')2 + (y-y')2 + 22. Substituting Eq. (3.7) and Eq. (3.8)

in Eq. (3.9), one obtains

-jk_R
- - e a mn
Fa(x,y,Z) =€ J J } } Ma (xO + me,yo + nDy) h”Rmn dxodyo (3.10)
S mn
D
where R = J(x'+mD -~ x)2 + (y,+nD - y)2 + 22 and S_ is the cell
mn 0 Tx 0 7y D~ -

including the origin (when m=n=0). From Eq. (3.1), one obtains the

-
periodic nature of the current Ma, a=0.1. Therefore,

- -jk-uOme _jkaVOan
M‘(x6+mD',JO+nD ) = M (x4.70) e = e 7, a=0,1  (3.11)
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Substituting Eq.

. S -jk_R
. rrS o —JLauOme —JLa\OnDV o & mn
v e = ' ( <! ' - v'dv!’
F o(x,y.2) j JZZ 4 (%g:Yg) e Y d/dy
SD mn ma
(3.12)
=€ J J Ma(xo,yé) C(ka;x-xé,y—yé‘z) dxédyé
S
D
where
-jk-uOmL' ~jk”vOnD' -JkaRmn
G(k_;x-x/,y-y/,,2) = e ° e B v £ 5=C,1 (3.13)
a’ O, "O' 4mR » g (2. ad)
mn
m n
Therefore, for the free space case (a=0), one can write
Fo(x,y,z) = ¢ J J MO (xé.yé) G(ko;x-xé,y-yé,z) dxé dyé
S
T
. (3.14)
/ = e . . f gt capny ! ! .t ]
Yo (x,y.2) P j _[ Ly (X5.¥5) G(kgix=x4,y }o,z)_ dxy dyg
sD
where m, = =1 T o« M
exe B = ju 0
Similarly, for the dielectric case (a=l), one obtains
Fl(x,y,z) = € J J Ml (xé,yé) G(kl;x—xé,y—yé,z) dxé dyé
S
D (2.15)
l‘._ ] ' — v o v
¥ (x,y,2) = u J J my (%5.¥q) Glkyix=xy,v-v(.2) dxy dyg
5D
S
where m, = Jw v Ml.
Assuming Hi (incident) = 0, one finds
N i
HO = Ho + ho
(3.16)
t ,S
Hl = hl
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-
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The integral equation can be found by enforcing tangential H~ (total) to
be continuous through the slots

lim szC = 1lim szi through S_ (aperture) (3.17)
210 z40 =

This results in the coupled integral equation

1

j 2 y ) i ot ov < S\
Juchsly()\)} )O/ + chOFSO}'(‘.’y'O) OLSl()\)y'O)/C}

T jwm
: (2.18a)
- jwpo 5¢so(x,y,0)/5y = H;Cl(x,y,O)/Q in slot
. . . ) o ) o N
JwelFslx(k,y.O) + JweOFsOx("'y'o) Juny owsl(x,},O)/cx
(3.18b)
1 2 sci
- - Sv = ¥ . R s . .
jwpo C¢so(k,y,0)/ak hx (x,y,0)/2 in slot
where
Fsl(x'y'z) = J | Ms(xo.yo) G(kl;x-xo,y-yé,z).dxé dYé
S
’ (3.19)
Fso(x,y,Z) = J | Ms(xé,yé) G(ko;x'xé»Y’Yé~z) dx | dyé
SD
lbsl(x,y,z) = j‘ ] v . MS(X6,Y6) G(kl;x—x('),y-yé,z) dxé d}’é
S
’ (3.20)
wso<x,y,z) = j ] v . Ms(xé,yé) G(k ;x-xé,y-yé,z) dxé dyé
SD

and G(ka;x-xé.y-yé,z) is given in Eq. (3.13). Eq. (3.18) is the

integral equation that needs to be solved.

C. The Moment Method Solution

Figure 24 shows the dimensions of a slot antenna fed by CPW.

Unknowns were taken in both the possible magnetic current directions, X
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Figure 24.

Dimensions of Slot Antenna.
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and y. Both current components were obtained [27). Three integers in
v, K, N2' an ﬁ3 and four integers in x, Ml’ 12, MB’ and M&' partially

describe the expansion functions. The £’'s shown in Figure 24 are given

by
aw = w/(N + 1)
af = ¢/(Ng + 1)
Ac = c¢/(Ny + 1)
(2.20)
Ahy = hy/(M; + 1)
shg = hp/(Mp + 1)

A(b-a) = (b-a)/\ iz + 1)
42b = 2b/{M, + 1)

Note that this allows for off-center feeds.
Different expansion domains are taken for the x and vy cases. This
— -
is because the magnetic current Ms is zero for MS normal to the edge.
- - ; . . . -1/2
For hs parallel to the edge, the magnetic current is singular as s

away from the edge. The expansion domains are shown in Figure 25.

There are three ways of numbering the domains. First, there is
¥

[ )

continuous numbering. For the example shown, this is from 1 to €éC for
the v case and from 61 to 117 for the x case. This numbering starts
with the y case and proceeds from left to right. The five individual
larger rectangular regions are also numbered together with the four
regions present in the v case to insure continuity of the magnetic
current. These are numbered in two ways. First, from 1 to 14 and
second, from (1) to (8). The first numbers are shown and the second are

given in parenthesis in Figure 25. For example, regions 2 and 3 are

contained in (2). For regions 1, 4, 5, 8, and 9 in the vy case,

For regions 10, 11, 12, 13, and 14 in the x case
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Figure 25. The Magnetic Current Expansion
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This numbering allows for a half pulse of zero value on the

the magnetic current is normal to the edge. Therefore, any

square can be identified by [region=, m, n!. Table 4 shows

detail. Seversl mapping function: are used in the computer
These are given in Figure 26.
ordinary numbers and MUNSEG is the inverse mapping.
nurber of rectangles
is useful to convert a
numbex.

Regions 2, 3, €, and 7 are special regions present for

of the magnetic current.

input so that
AS = (b—a)/(M5+l)

Therefore, m goes from 1 to M5

6, and 7.

The current was expanded in the following manner:

N M +1
3 11
e
v mn mn
n=1 m=1
M5+l
\ 2,2 2 3
T/ Mot fm1 ¥ Mo Am)
m=1
52 “3+l . . 5
( v -
* } } ‘an Amn(‘) * an mmn(‘))
n=1 m=1
42-56

For these four regions, the integer M

A
)

(2

ecdges wnere
particular
thic

in

PIOEYam.

MAPBCGN mavs from parenthesized numbers to
MAP1l2 gives the
(1 or 2) in each parenthesized number zone. MAPOFF

10 through 14 series to an equivalent 1 through ¢

continuity

is

5

(3.24)

+1 while n is alwavs 1 for regions 2, Z,

.26a)




Table 4. Unknowns in Each Region

Region x by v
1 M +1 N
4 3
2 M5+1 1
3 M5+1 1
4 M, +1 N,
5 M3+1 \2
6 M5+1 1
7 M5+l 1
8 M1+1 hl
9 M2+l Nl
10 Ma N3+L
N
11 M3 h2+l
12 M3 N2+l
13 Ml h1+1
14 M2 Nl+l
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MAPBGN(I) = T~+1 - (I+6)/8 - I/7 -1
MAP12(I) = (I+3)/5 - (I+3)/9 + 1
MUNSEG(I) = (I+2+(1/10))/2
MAPOFF (1) = I42%((1)/2)
(1) MAPBGN ( (1)) MAP12( (1))
(1) 1 1
(2) 2 2
(3) 4 2
(&) 6 2
(5) 8 2
(€D 10 1
(7) 11 2
(8) 13 2
I MUNSEG(I) MAPOFF(1~9)
1 (1)
2 (2)
3 (2)
4 (3)
3 (3)
6 (4)
7 (4)
8 (3)
g (5)
10 (6) 1
11 (7) 4
12 (7) 5
13 (8) 8
14 (8) 9

Figure 26. Useful Mappings
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ml ml ml’
m=1
hl M1+l ; . {2+1 .
M } [ } mn M (E) / %an fmn(F) ]
n=1 m=1 m=1
N3+1
p
M = }A 10 ,1o(r)
» mn = mn
n=1 m=1
N +1
11 12 a nes
+ } } mn(r) +Mnm mn(r)) (3.2¢0)
n=
N_+1 M M
1 1 2
. E [ } i3 A13(r) . } 1a/1a(r) ]
mn = mn mn ~mn
=1 m=1 m=1
where the M;n's are the unknowns and
i
A = A X H i =10, 11, , 14
mn (x) 1/2(y) (3.27)
i _ 41 .- o
Amn = l/Z(X) A (y) i 1, 2, ..., °
Note that
I 1 zq <z < zj
i-1 i
(z) = (2.28)
1/2 1 0 otherwise

ancd
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."
1 - — - oz . <z < zo
~J "l 1-. :

“i 0 “i-1

_
Mzy =¢ 1 - — =— zd <z < 23

i LJ _ 3 i i+l

“i+l “i

L 0 o<herwise

anc x, terms are shown in Figure 24.

i-1/2

The .
i

the region number.

t

q. (3.26) can also be written in the form

g Ni M.+1
Moo= oot (x) AX (y)
y Z mn m-1/2 n
i=l n=1 m=1
14 N.+1 Ml
i i i
=) ) ) Maata 90T )
i=10 n=1 m=1

(

14
\

(3.

(3

2.29)

The superscript denotes

This current expansion is convenient for determining

2.20)

.31b)

The 6My/av and EMX/EX, therefore, contain derivatives of the triangle

function. It can be shown that
B (x) [ : I
ax = 1) Fmerg2 O 7 iy ()
x Ax l m j
i
AT (V) . .
r- 1
&y - 1 [ Mg ) =Ty g 1
Yt 2
Therefore,
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M
9 [
5= S i g I B 5
v / } / ‘mn m~1/2 () i 1 ITn—l/2 X I:n+l/2 ()
i1 n=1 m=1 oy
(3.z2:
14 N, +1 M 1
{ ;
} } } ‘m-l/z(h) Toi1sn (9 i Th-12 &)
i=10 n=1 m=1
The testing paths were chosen to be
i i i
tT(x, = §(x ~ n-(y i=1, 2, , 2
(x,y) (x km-l/Z) NG 53
i R _ i . s
tT(x,y) = Hm(x) 5y yn—l/2) i =10, 11, , 14
Assuming f(x,y,O) = F(x y) and ¥(x,y,0) = ¥(x,y), the tested integral
equation can be shown to be
i i i i, i
wey Fopy(ip 1 /p:¥g)8y +weg F (*m 1/2°¥n)8Y ¢
1 i i i i
i : - :
¥ ony ¥s1%me1/2Yne1/2) T ¥a1Bnor2 Yaer2)) *
b= (y_(x} RN L S P
whg 50 "m- l/2’“n+1/2 s0 "m-1/2""n-1/2"" 7
_ 1 sc1( i )A 3.35a)
= 23 Yoy *m-1/2'7n y* s
i=1, 2, , 9
m=1, 2, . Mi+l
n=1, 2, , N,
i
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wel Fslx(xm’yn—l/ﬁ)AX + wco (} ,y ‘/2)
R o ek i
wiy Vo1 Fme1/2 Tn-1/2? T VsiVme1s20 010
D L TN C PR B SN CL A
wig ‘m+l/2 n-1727 ~ Ys0 Fm-1/2""n-1/2"
1 osci, i i i
=25 Hox g¥no1/2)8%
i =10, 11, 12, 13. 14
m= .. 2, , Mi
n=1, 2, ..., N.+1
1

After
approximating the triangle functions,

obtains the result

Q Nj Mj+1 14 N +1
) Dt ) )
‘mn, pq Pq
j=1 q=1 p=1 j=10 g=1
for i =1, 2, L9 m=1, 2, M. +1;
a Nj M +1 14 Nj+1
DT
mn pq ps [/ /[
j=1 q=1 p=1 j=10 g=1

for i = 1€, 11, 12, 13, l4; m=1, 2, ...,

The following expressions hold for A, B, C,

where possible,

applving the expansion functions to the tested eguation,

M,

}J EL T R
mn,pq Pq

p=1

M.

}J IS S B
mn,pq "'pq

p=1

and D:

by pulses,

(2.35b)

anc

one

For i =1, 2, ., 9and j =1, 2, ..., 9, one obtains

i3 _ A _ i j Corui A

Amn,pq B w‘l(>n—l/2 }n—l/Z) <bp,q+1/2(kllkm-1/2’ ¥n)

i i i i

*eeg(neiyn T 'n-1/2) Jq+l /2(Lo'xm-1/2' ¥n

: j i
. L { ) T g s PLLSL RPN SRPD
Wy J - J
1
o g1
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1

J o 1d ) _ el R Lt
_ ¢p q+‘(kl[)\m—l/2' > n*l/fi) T 1“\].I =172 "n—l"l) 1
RN ;
RGNS (2.37a)
b i i ’
+ L I (k lkw 1/2° ‘n+1/7) _ ¢pq( Ixm—1/2’ }n-142>
wi ] J
0 -
1 Yq T Ye-1
i R i i i B!
i 0 et Fol¥e1 /im0 Y /) et ®ol g /00 Y100 )
J
Yo+l = Vg f
Simiiarly, for i =1, 2, ..., 9 and j = 10, 11, 12, 13, 14, one obrains
] i i IS IR i \
i3 1 e e Yaary) - SR e Yiig )
mn, pq Wiy xj - xj
l P p-1
J o) o
¢D+1 (k 'XTT' -‘/r)y } ﬂ*l/')) D+l (}‘ , m— 1/")' -n 1 /")> 1
o . .
+ A
p P ; : (2.27b)
+ 1 J (k Ixm 1/2° ‘n+1/2> @ (} lkm 172" In- 1/7)
wi J J
0 x? - x
1 P p-1
j S i _ el ! A
% ®olMaer Yy = % o ®ol¥niasgr Yoois) |
O]
For i = 10, 11, 12, 13, 14 and j =1, 2, ..., 9, one obtains
3 i i i
3 f Poa & 3 /0 Yao1s0) = %y lkm 1720 Yn-1/2)
wn.pg ok )
- 1 Jq Jq_l
J i e - )
S ®ilx g Yo 1/2) o e ® s o o1 s0) |
Q+1 q : (3.37¢)
; )
, -1 { ol%par o Yoy = E lxn )0 v )
Wi _’1
0 U
”q }q 1

i i
IR R s W LI LN Y 1

yJ+l - VJ J

q “q

(k Ix
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Finally, = 10, 11, 12, 13, anc i = 10, 11, 12, 1z, 14, one
obtains
i _ i i 3 TS
Dinipg = “1%me1/2 = Fme12) $per 2,1 lFn Yooy )
g j b
* “‘o(km+1/2 km—l/Z) ¢p+l/2,q(k0|"m’ }n-l/?>
j rod A Coad u 1oi A
! | Y R D i P IR 0.
wy : 3
1 ¥To= X7,
| -
j . i It _oad Bt A
ot o e Y 8 by Y00 )
X;+1 - xé J
5 ; ; J ; . (2.374)
L, [ ne®al¥ a0 Y100~ %pe %0l ¥p1 /0 Yooy o)
“Lo I xj - ;j
P p-1
i Vi i _ 3j 3 vi i
% Molmse Y n1se) T % %ol tmar e Yia) )
Jooo_ .
o+l T p J
The potential function common to the A, B, C, and D terms is
i VR I -
*m-1/2"%p  Yn-1/277q
: A A - ¢ i vy dxed AT
épq<kalkm-l/2'}n—l/2) = G(k ix,¥) dxdy  (2.3€)
A ) i -
*m-1/2"%p-1 Yn-1/2"g-1
where a = 0 or 1 for medium O or medium 1, respectively, and
. 2 2
s 2 —jkauoer -jk-vost e_JkaJ(er-k) * (sDy—y)
G(k_;x,y) = } 2 e e 200
“ 2 2
=— = 4 - -
© g=-® 7"~/(er X)) 4 (SDy ¥)
(2.29)
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D. Series Accelerstion

Since the doubly infinite series kernel of Eg. (3.39) is slowlv
converging, a series acceleration technique is used. The series
acceleration uses a subtraction method [28]. t involves the two

dimensional Poisson's transformation of the form

} E go(m,n) = E E GO(Qﬂp,qu) (3.40)
mn PG

wvhere go(a,ﬁ) and GO(wA,uB) are Fourier transforms of each other.

Consider
R
goa.f) = e e ” (3.61)
af
where
k= k(u, + a )
xa = 'Y “p
b4
k= k(v, + 8 2) (2.42)
v 0 D T
2 2 2 2
Kaﬁ kxa + kyﬁ +u
The Fourier transform of g(a,f) is
© o . 8 D D .Dx .Exv -us
TJawy  TJPwy xov Ja Y0¥a IX Vo“B e
GO(wA,wB) = J J go(a,ﬁ) e e dadp = omw © e S
g T - ]
(2.43
where
D D
2 _ , = 2 - v 2 2 A
§T = (x-—xo + ox wA) + (y }0 + o wB) + z (2.44)

Evaluating Eq. (2.41) at e=m, f=n, and Eq. (3.43, at wA=2ﬁp and
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wp = 27q, one obtains

i

: v’y -3l s ! -K ‘:I
—kam(A'kO/ Jkyn()->o) o mn

go(m,n) = e e — (7.45)
*mr.
where
k= k(u, + m =)
xm - Yo T E Dy)
k(v 2 -
kvn = L(\O +n ] ) 2.46)
“ y
"
K2 = k2 + k- o+ u2
mn xm yn
and
Dx Dv -u$
DD jThuL 27p jTVvAa27mq
G.(2 2 _):veAO eAO e (a7
O ”p' "Q) - 27T [ P
where
2 _ L, 2 ot 2 2 4 s
ST = (x—xo + pr) + (v Yo qDy) + z (2.48)
Defining

~ A A

-
T=IXX+VYy+2z2

(2.49)
r' = (xé -pr)x - (yb - qDy)y,
one can see that
s=|r-%] =R 2.50)
I I -P.=q (
I1f we let u = jk and K__ = jI _, then
mn mn
2 2 ok skl (3.51)
mn xm yn
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Combining Eg. (3.40) with Eq. (2.45) chrough Eq. (2.51), one obtains

} -Jk (x—xo) —jkyn(y—yé) e ~ R
e e _—
n

8 N1

(3.52)

cnp Jku D kaquy e~ -~P.-g
- xy2 4nR
P q

Changing variables in the last sum to m = -p, n = -q and then

resubsctituting p for m and q for n, one obtains the tran:formation

-jkR

~jku,p -jkv,qD Pq
- Py 0%y e~
G(k;x- xo.y )0 z) = } } e e Py
P q Pq
(3.53)
. ey s oy 3T |z
_ . kam(x xo) Jkyn(y yo) o mn
- 2JD D, € T
mn

The sevies acceleration technique is based on combining Kummer's
transformation and the Poisson summation formula given by Eg. (3.532).
The technique [28] requires that a smooth function be defined that is

asymptotically equal to the original.

Let
. . ~jkR
) ~jkugpD,  ~Jkvoad g
F(27np,27q,z) = e e ZnR
Pq
where (3.54)
2 -— t - 2 ) - 2 2
qu = (x0 + pr X)) + (yg *+ qDy y)© + 2
Then from Eq. (3.45) and Eq. (3.53), the Fourier transform is
=ik, _(x-x.) =ik (y-y.) —ijnlzl
f(m,n,2) =3 e T O Ty 0T e (3.55)
JD D r
X'y mn
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22 . . -
Now replace z bv /-"+c” to obtain a new function. where ¢ is an
appropriately choser real number. Adding and subtracting the new

functions, one obtains

g | e 22 |
/ F(2np,27g,2) = ) 1 F(2#p,2nq,z) - F(2=p,27qg,,z"+c") f
P q P q
(Z.273
P
+ E } f(m,n,Jzz+c“)
mn
The terms with ,/z‘+c2 are obtained from Eq. (3.53). Since the integral

equation is enforced at z = 0, one obtains

} } F(znu. 27n,0) = } } D(2nmm,27n) + } } f(m,n,c) (
mn m n

mn

W
L
~d

N

where D(27m,2rn) = F(2nm,2nn,0) ~ F(2mm,27n,c). Since F is given

by Eq. (2.54), one finds

2

e e
4

t1. 3 . 3 e ! 2 ot \
—JkuopDX —Jk\OqDy J . JkJ(x Xy *+ me) + (y-)o + nDy;

D(2mm,2nn) =

iy 2 o 2
1 /(X—ko + me) + (}-yo + nDy)

(3.58)
-5 Gmxg + mD)Y + (yeyg + wd)E )
_ & _ [
o 2 et 2 2 J
J()\—:\O + me) + (}-}O + nDy> + C
The expression for f(m,n,c) is
-ir
L mik(xexg) =ik (v-y) T3 wnS
f(m,n,¢c) = ;TE—E— e e - ‘—‘F"“— (2.59)
<% v mn
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2.2
j JKS kS k> k_
wvhere T = (2.60)
"
—JJkt—k k <k
K2 = k2 4 K2
t xm yn
A problem occurs when x = xé, y = yé, and m = n =0 in D(27m,2nn). For
this reason, m = n = 0 is treated separately in the sum.
Separating out the r = s = 0 term in Eq. {(2.39), one obtzins
_Jk ,/X +V
G(k_ ;%,y) = e } } F(2rr,27s,0) (3.61)
Lur./\ +y
r=s¢0

Since a problem exists in the first term when x =y = 0, it can be split
into a part to be integrated analytically and another part to be
integrated numerically. Doing this by adding and subtracting identical

terms, one obtains

cos k_J/xPryD) - (1 - Ko (JaPayin? o)

G(k_;x,y) = JUR——
a 2 2
dn/(x“+y")

sin k J(x +y )

-j } 2 F(2nr,27s,0) (3.62)
AnJ(x +y 2y

r-s#O

- UG )

+

Aw/(x2+y2)
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The last term was integrate analyticallyv. The other terms were
integrated numerically using double integration with second orde:
Gaussian Quadrature. The doubly infinite sum is accelerated by

Eq. (3.57). Therefore,

(m,n,c) (Z.€2:

=

[ |
3 I~
&)}

s mn
s¥0 m=n#0

} } F(2rr,2rs.0) = 2 } D(27m,2mn) - F(0,0,c) +
r

n

9 2
-jkj(x~x6) + (y-yé)“ + c”

where F(0,0,c) = £

"2 2
ij(x-xo) + ()-}O) + c

The analytic integration becomes

9
(e J(Pay?))?

™1 - A

J J dy dx =
2.2

X, ¥, b/ (x"+y")

L k% L 2 EER
Tun )™ [ 1= ] [ In(yy + JOqyp) = dnly, + O )) ]

%, ( 1 - 2 } [ in(y, + JGxiwyd) ~ in(y, + eyl ]

2 2 2 2
15 ] [ En(xb + J(xb+yb) - ﬁn(xa + J(xa+yb)) ] (2.64)
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2 2
Kox, v - K'x v Y o
- b-a /(xf+\ ) a & a /(52D
6 6 Vs a
The expressions for ¢ were evaluated for all I, j, p, g, m, and n and
stored in two matrices, one for ko and the other for kl. The matrix

elements A, B, C, and D were obtained from them by proper manipulation
of the matrices. This is estimated to cut the mat:.x element evaluation
time by 6. The storage requirement more than doubled, however, to
acheive the time savings.
The right-hand side is taken to be zero everywhere except in the
sci, 1 i i

feed region where it is taken to be 1/2j. Thus, Hx <“m'yn-l/2)ax

= i

over this region.

RESULTS

The program was run twice so far. When matrix elements were
evaluated to six digit accuracy, it ran about 30 hours. When they were
evaluated to about three digit accuracy, it ran about an hour and forty
minutes. A more complete discussion of the results will be given at the

URSI meeting in Syracuse in June 1988.
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A New Measure of Maintainability/Rel:abilicy

and Its Estimation

J. Marcus Jobe

Miami University, Oxford, Ohio

Kev Words = Force of mortality, Maintenance support burden, Maxinmum
likelihood estimation

Reader Aids -
Purpose: Report of a new measure of maintainability/reliability and its

estimation

Special math needed for explanation: Statistics
Special math needed to use results: Same
Results useful to: Reliabilityv engineers and theorists

Abstract - A maintainability/reliabilizy measure discussed in this paper
is referred to as MIUT. It corresponds to the average time to restore an
equipment and maintenance system to its original working status expressed as a
proporcion of the mean time to failure for any given equipmen:t. This measure
integrates maintenance and repair time expenditures of all tvpes from three
levels of maintenance. Other measures discussed in the literature such as
availability (A), mean time to repair (MITR), and average queue length (p) are
compared to MIUT. Turther, a testing program for the demonstration phase of
equipmen: development is presented. Estimation and discrimination procedures
are derived for MIUT using data from the outlined testing program. Large
sample theory is used to construct both interval estimates and discrimination

srmrem

procedures for the MIUT parameter using data acquired from the assessmen:

phase of equipment development.




1. INTRODUCTION

Equipment which supports the operations of military interests must have
the capability to consistently perform its intended tasks under various
extreme conditions. Upon breakdown, the design of an equipment partially
determines the time necessary to restore the item to functional status. The
abilicy to identify designs producing a minimum average maintenance time for a
given operating time would be beneficial for military concerns. We propose
methods of accomplishing this goal ir what follows.

Common measures of maintainability/reliability consider only the first
level of maintenance and the corresponding force of mortality or rate of
occurrence of failures. The most common of these measures are avalilability
(A), mean time to repair (MITR), and mean queue length (p). The repair times

required to return the maintenance svstem to its original state are not

included in these measures. 1f the additional repair times were incorporated
into these measures, their respective interpretations would be different than
currently perceived.

In the military, the maintenance on a failed equipment affects several
levels of operation. The system or equipment may be restored to an operating
status but the maintenance required for the correction of a failed module is
not necessarily completed. The ripple effect created over the various
echelons of a maintenance system can be thought of as the reflection of a
maintenance support burden. Specifically, the maintenance support burden will
be defined as the maintenance time required to return the equipment and
maintenance system to its original state for a given period of equipment
operating time. A new measure of maintainability/reliability which takes into
account the repair times at the preassigned maintenance stages will be the

focus of this paper. We will refer to this measure as the average time
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required to restore an equipment and maintenance sy:zem to its original
operating state expressed as a proportion of the average lifetime for a given
equipment type.

Information from three steps of a maintenance system (LRU, SRU, and
circuit) will be considered. A brief comparison of A, MTTR, and p to MTUT is
discussed in section 3. Section 4 outlines a testing program useful during
the demonstration phase of an equipmen:. The respective estimation and
discrimination procedure for MIUT (when the fcrce of mortality is known for
each component making up an equipment) is given for this testing program.
Estimation and testing procedures for MIUT with unknown force of mor ;lity are
in section 5. Mathematical derivations referred to in sections 4 and 5 are
included in appendices A, B, and C. Future work is mentioned in section 6. A

summary section concludes the paper.

2. ASSUMPTIONS AND NOTATION

Assumptions

1. All equipment considered in this paper are made up of LRUs in series.
SRUs are in series within each LRU and circuits are in series within each SRU.
Hence, any equipment failure can be traced to a single circuit malfunction,

2. The component failure times have s-independent exponential
distributions with possibly different means for each type of component.

3. The respective repair times for the component types have
s-independent exponential distributions with possibly different means.

4. TFailure times are s—independent of repair times regardless of the

component under consideration.
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LRU

SRU

MTTF

Mcti

Mcti

Mctij

MCtijl

Notation and Nomenclature

line replaceable unit
shop replaceable unit
force of mortality of time to failure

i,3,1,t 1indices for LRU, SRU, and circuit

force of mortality of time to failure for a single equipment

k ki kyij
ec_ual to z z ZJ )\ijl
{=] j=1 1=1

constant rate of occurrence of failures for a continuous stream
of equipment breakdowns occurring in a Poisson fashion
mean time to failure for any single equipment, equal to 1/Aig

average time to locate, remove, and replace a failed LRU

average time to disassemble the 1th LRU, identify, remove, and
replace the failed SRU in the it LRU and reassemble the ith LRU
average time to disassemble the failed SRU, identify, remove, and
replace the faulty circuit in the jtP SRU and reassemble the jth
SRU in the ith LRU

average time to disassemble the faulty circuit and correct or fix
the 1th circuit in the jth SRU from the ith LRU

the number of different LRUs in the system or piece of equipment
the number of different SRUs in the ith LRU ({ = 1, 2, ... k)

the number of circuits in the jtN SRU in the ith LRU (j = 1, ...
ki)

number of observed equipment failures

{1,j,1,: 1indices for LRU, SRU, and circuit

k kg kij
= Ing,ng= I n{§, ng§ = z nyj1
j=1 j=1 1I=]
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Yiilm the time to locate, remove, and replace the ith fai.ed LRU for
the mth occurrence of the 1th circuit failure in the jth SRU

Xijlm the repair time of the ith LRU for the mtM occurrence of the 1tF

circuit failure in the 3jth SRU

xi;lm the repair time of the 3th SRU in the itP LRU for the mth
occurrence of the 1th circuit failure

x**ijlm the mth repair time of the 1Th circuit 4in the ith SRU in the i%h
LRU

tiilm the mth time to failure of the 1Tth circui:z in the j:h SRU in the
1Th LRY

z2g/2 value of z such that gauf(z) = 1-a/2

3. MITR, MTUT, o, and A

Considering only the maintenance time required to restore an equipment to

working status, identities for MITR, MIUT, A, and p are given below

k

MITTR = T (ki/AT) Mcts. (1)
i=]
k

MTUT £ 2 kiMc:i = MTTR/MTTF (2)
i=]

p £ Y*MTTR = mean service time/mean inter—arrival time
between equipmen:t fazilures (3)
A = 1/(1 + MITR/MITF). (4)

The average time required to restore an edquipment and maintenance svstem to
its original state expressed as a proportion of the average lifetime (MIUT)

reflects the mean impact any single equipment failure has on the maintenance
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system. Tne average time to restore a single equipment to an operating status
is Y.TR, and the steady state probability that a single equipment is operating
satisfactorily at any point in time is availability (A). 1n contras:,
according to Parzen (5], the mean queue length (p) represents the impact a
continuous stream of equipment failures (occurring in Poisson fashion with
constant rate of occurrence of failures, Y) has on a maintenance svstem.

"continuous stream' of

The distinction between a "single" equipment and
equipments is important, MITF applies ro anv one equipmen:, whereas 1/y is
the mearn interarrival time of & continuous stream of failed equipments (not
necessarily equal to MITF). A detailed discussion of the important difference
between the force of mortality of time to failure and the rate of occurrence
of failures in & continuous stream can be found in Ascher [l], Ascher ané
Feingold [2], and Thompson [6). We will not concern ourselves with a siream
of occurrences of failures in this paper; instead, the focus is on a lifetime
andé maintenance time for a single equipment type. Hence, MIUT and ¢ do not
represent the same concept (nor are they necessarily equal). I1f onliy the
maintenance time needed to restore an equipment to functional status is
considered and Y is known, ¢ can be computed from MITR. We turn now to
examples Zllustrating shortcomings of MITR as a measure of maintenance suppor:
burden.

The measure ¥ITR i{s of importance at the LRU level of maintenance as
an indicator of how quickly on the average an equipment or svstem can be
returned to operation given & failure has occurred. The following example is
given in Klion [4]. It is given here to help motivate the use of MTUT as a
more informative and interpretaple measure of maintenance suppor: burden than

MTTR. Corrective maintenance for a single maintenance echelon, sav LRU, is

considered in this example for clarity. A: the end of this section, an
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exanmple is given to illustrate the computation of MIUT when two stages of

maintenance at the LRU echelon are considerecd.

Exanmple 1

An equipment comprised of four repairable/removable modules in series is
to be considered. Figures I, II, anc IIl give values of A:; and Mct; for three
svstems of this type. Figures II and III reflect modifications of the system
described by Figure I. We note that the maintainabilityv design
charscteristics (Mcti) remain uviachanged for the respective modules in each of
these systems.

The value of the MITR measure has deteriorated (increased) for the
modified design given by Figure II while the value of MIUT (a measure
reflecting maintenance suppor:t burden) has improved (decreased). The apparent
conflict is further amplified when we realize tha: the reliability of the
equipment described in Figure II has increased over the reliabilizy of the
equipment depicted by Figure I.

Turning our attention to the design depicted in Figure III, the forces of
morzality for modules (1) and (2) have increased as a result of an enhancement
to possibly increase performance. The resulting reliability of the system has
decreased, but the MITR measure is more attractive (smaller) relative to the
original equipment. We see that the value of MIUT has increased considerably,
however, for tbe altered design.

We can think of a situation where all forces of mortalizyv for the
respective modules iIn an equipment are reduced by a factor of 1/2. The value
of MITR for the new design does not change but the MIUT value is decreased to

half its original value. We also note that the reliabilityv of the altered

system is increased.
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1f the original equipment is changed such that the force of mortality for
all modules are doubled, the MTTR value of the new equipment remains unchanged.
The MTUT value doubles while the reliability of the new equipmer-

significantly decreases.

X N 1
i i
Ay = .003333 Ay = 001667 Ay = .001667 ’ Ag = .0008333'
!
Mctp = 1/2 Mctp = 2/3 Mct) = 1/2 i Mcta = 2/3 '
|
: ‘ |
Az = ,001111 A4 = .0008333 Ay = 00111l by, = .0008335
|
Mcty = 1 Mcety = 2 Mcty = 1 Mct, = 2 {
MTTR = .8, MTUT = .00556 MITR = .94, MTUT = ,0041667
Fig. 1. Equipment containing 4 Fig. 1I. Equipment from Fig. I.
modules Iin series with respective with decreased forces of
forces of mortality and average mortality for modules ! and 2.

repair times.
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A} = .006667 Ay = .0C5

Mct) = 1/2 Mcty = 2/3

Ay = ,001111 Ay, = 0008333

Mety = 1 Mcty = 2

MTTR = .69, MTUT = ,0094
Fig. IT1I. Equipment from Fig. I.
with increased forces of mortality

for modules 1 and 2.

As pointed out by Klion [4], this example illustrates dilemmas which
can occur when using MTTR, or its estimate, to evaluate an equipment's
maintainability. We see from these examples that MIUT provides information
about the maintainability of an equipment useful for determining the required
maintenance support, whereas the MITR measure can be very misleading in th's
respect.

The availabilityv measure also has shortcomings as a measure of
maintenance support burden. Asher and Feingold {2] list conditions necessary
for equation (4) to be equal to the steady state availability. If only the
first level of maintenance is considered, conditions (as outlined in the
assumptions)- are such that equation (4) is the steady state availability. If
all levels of maintenance are considered, lifetime and repair time do not
constitute an alternating renewal process, thus equation (4) would not be the
steady state availability (A). 1In contrast to the measures discussed (A,

MTTR, and p), the interpretation of MTUT remains attractive as a measure
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consistent with the insight needed tc make decisions concerning maintenance
support burden when all levels of maintenance are considered.
We conclude this section with an example illustrating the application

MTUT for two stages of maintenance at the LRU level.

Example 2

An equipment comprised of four repairable/removable modules in series
*®

again considered. TFigures IV, V, and VI give values of A;, Mct;, and Mcty £

three equipments of this tvpe. Figure V reflects a slight modification of

and VI is a modification of V. The change depicted in V results in an

increased equipment reliability and increased MIUT. The equipment portrayed

in VI has an increased rellability and decreased MIUT compared to the

equipment in V.

Ay = .1 Ay = .2 A1 = .1 Ag = .2
Mezy = 1 Mezg = 2 Mezy = 1 Meza = 2

* * * *
Mety, = 1 Mcty = 2 Met) = 1 Mezog = 2
;«3 = .3 A, = Wb Ay = .2 A, = .49
Mcty = 3 Mcty = 4 Mgtz = 3 Mety = 4

* * * *
Mcty = 3 Mcty = 4 Mety = 3 Mct, = &
MIUT = 6.0, Ay = 1.0 MIUT = 6.12, ap = .99
Fig. IV. Equipment containing Fig. V. Equipment from Fig.
4 modules in series with IV. with 2 modified force of
respective forces of mortalicy mortality for modules 3 and 4.

and average repailr times for
two stages of maintenance at

the LERU level.
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l |
;\1 = ] Ay = .2 '
Mcty) = | Mctg = 2
* *
Mct) = 1 Mctg = 2
l
Ay = 2 AL = .48
Mcty = 3 Mcty = 4
* *
Mcty = 3 Mcty = 4

MIUT = 6.04, Ap ~ .98
Fig. VIi. Equipment from Fig. V.
with a modified force of

mortality for wodule 4.

We turn now to the estimation of MTUT in both the demonstration and

assessment stages of equipment development.
4., ESTIMATION AND TESTING FOR MTUT WHEN Aijl KNOWN

We can write the expression for MIUT when considering the three levels of

maintenance (LRU, SRU, and circuit) as

k k %* k ki
MIUT = I AqMctjy + I AjMcty + T I Af jMety
i=1 i=] i=] j=1
k ki ky
+ .Z .Z I XijIMCtijl' (5)
i=] j=1 1=]

Because we are assuming constant forces of mortalitv and independence of the

failure times, we see that
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k k K4 k ks K j
i=] i=] j=1 i=] j=1 1=}
Rewriting, (5) becomes
k ki ki *
MTUT = Ape T T P (Xijl/XT)(Mcti + Mcty + Mcry. + MCtijl)' (7)
i=] j=1 1=1 -

In order to estimate MTUT, we will assume throughout the following two
sections that any particular equipment malfunction can be traced to a single
circuit failure. Time constraints usually prohibit the observation of repair
times from all modes in the demonstration phase of an equipment. The
following discussion outlines the construction of a (1-a)l00% confidence
interval using a testing program involving as few as 30 equipment failures,
regardless of the number of LRUs, SRUs, and circuits in an equipment. This
will result in as few as 120 repalr times needed to evaluate the MIUT for the
whole equipment.

A single faulty circuit, selected in a probabilistic fashion, is inserted
into at least 30 randomly selected equipments of interest. The selected
faulty circuit will most likely be different from one equipment to the next.
This "failed" circuit corresponds to an inoperative SRU, in turn determining a
failed LRU, and thus, a breakdown of the equipment. The values of Yijlm»
X{j1ms x:jlmv nglm, are observed and recorded for each of the 30 "broken”

equipments in a "bench repair" setting. An unbiased estimate for MIUT

becomes
- k ki kij njj1 * **k
MTUT = Ar* I I Z z (yijlm + X351 * X1§1m t xijlm)/30‘ (8)

i=] j=1 1=1 p=l
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We see by the central limit theorem that for a large number of equipment

~

repairs {2 30) that MTUT ~ N(MTUT, Var(MTUT)). Therefore, a (l-a)l1Q0%

interval estimate of MTUT is,

-~ ~

MIUT £ z4/9 \)Var(MTUT). (9)

Py ~

An expression for Var(MTUT) is given in Appendix A. It should be noted the
identification of the faulty circuit to be inserted in an equipment is
important. The 1th circuit in the jtPM SRU within the it LRU has a
probabilitv of being selected equal to Aijl/xT' Thus, many circuit repairs
may not be included in the demonstration, and the ones observed may occur only
once. The robustness of the central limit theorem and the nature of the
sampling (probability sampling) insures the normality and unbiasedness of
equation (8). Declsion procedures involving a hypothesized value of MIUT are
straightforward for this tvpe of demonstration program using expression (9)
(i.e. for the test Hy: MTUT > Cp vs. Hp: MTIUT < Cg, if M;UT + z4 \}V;r(M;UT)
< Cg, we conclude Hp: MIUT < Cy, with a type I error probability being o).
All repair modes usually occur during the assessment stage of a plece of
equipment. When the number of repairs grows large for each circuit type

(“ijl » 30), an unbiased, normally distributed estimate of MTUT becomes

~ k - - k ki k ki kij
MIUT = I A3(ys + %) + I L My xig3+ I I T Agy1 X %351+ (10)
i=1 1=] j=1 i=1 j=1 1=1

The computational details for';i,';i, ;*ij, and ;**ijl are given in Appendix
A. The resulting (1-a)l00% confidence interval for MTUT at the assessment

stage is,

-

—
MTUT £ 2/ VVar(MIUT). (11)




-~ - -~

where MTUT comes from (10) and Var(MTUT) is derived in Appendix A. Decision
procedures for a hypothesized value of MIUT are the same as that described for

the demonstration phase with expression (l11) used instead of (9).
S. ESTIMATION AND TESTING FOR MTUT WHEN Aijl UNKNOWN

Two scenarios to be considered in this section are small sample sizes
{0 ¢n < 30) and large sample sizes (n > 30) for each failure mode of a
ij1 151

system. All estimation and testing procedures developed in this section are

k kg ks
)
conditional on nj, ng¢j, and nyj) values (izlni, jZlnij, and lflnijl are not

necessarily equal to n, ny, and nyj, respectively). The following
discussion presents a conservative (1-a)l100% confidence interval and test
procedure for MTUT when finite sample sizes for the respective components are
observed.

The independence assumptions as well as the assumed distribution of

repair and failure times given in section 2 imply that

[(Mcti)\i) ¢ (?i) /;1] ~ ani’ Zni'

We see that

{(ani,Zni,a/z - v /Ty, (ani,zni,l - a/2 ¢ yi) /] is

a (1-a)100% confidence interval for A;Mctj. Hence, a conservative (l~-a)l00%
k

confidence interval for I AjMcty is
i=]

k
(Fan »2n »@/2k = vi/ty), Z(Foq »2n » 1-a/2k * yi/ty)].
i i i=1 i i

—ﬂ
g &

1
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Extending this approach gives a (l1-a,100% confidence interval for MTUT
denoted as (La/Z' Ul-a/Z)' Expressions for Lg/p and Uj_4/2 are given in
Appendix B, Decision rules for the following tests: (a) Hy: MIUT < Cq
versus Ky: MIUT > C,, (b) Hy: MIUT > C, versus Hp: MTUT < C,, and (c) Hy:
MIUT = C, versus Hp: MIUT # C, can be derived using the expressions for
Lg/2 and Uj—q/2. Take for example the test Hp: MTUT 2 Cy versus Hp: MTUT <
Cp. A test with type 1 error probability of a would correspond to rejection
of Hy if Uj_4 is less than Cp, otherwise fail to reject the null hypothesis.
Procedures for the other two testing scenarios are straightforward.

The estimaticn and discrimination procedures outlined above are
reasonably straightforward. The level of certainty for the interval estimates
(at least l1=-a) and error probabilities for the discrimination procedures are
(at most a) very conservative., We turn now to estimation and testing for MTUT
when conditional values of ny, ni4, and njy1 are large.

The occurrence of an equipment failure produces values of five
independent random variables. The random vector associated with a given

* *k
failure is Zijlm = (tijlm’ Yijlme *1jlm» *¥ijlms xijlm)' The corresponding

vector of parameters for this random vector can be defined as 0151 = (kijl'
Mcty, Mcti*, Mctij,Mctijl). The likelihood function associated with the

occurrence of any particular equipment failure is seen to be

f(Zi’jlm; e’i‘jl) = Aijl (I/Mcti)(l/MCti*) . (I/Mctij) * (I/MCtijl)

* * e %
"exp [-(A51 * tijlm * ¥ijln/Mety * Xgjip/Mety + Fijlp/Metiy + Xjj1p/Metiyp)].

Thus, the likelihood for the conditional values of ny, Ny, and niyy failures

is
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k ki kij njjl
L(@) =T i " n f(lelm; Sijl)
~ el j=l 1=l pel < ~

where © is the vector of all parameter vectors Oijl’ Actually, L(0) depends

~

on Z, where Z is the vector of all random vectors Zijlm‘

~
~

The value of the ij1th portion of the vector 6, denoted by 0131, which
~ ~ ;\~ -~ * - ~ -~
maximizes L(g), takes on the form gijl = (kijl' Mcty, Mcty, Mctij, MCti;l)'
This estimated vector can be thought of as the maximum likelihood estimator of
eijl' Expressions for these estimates and their respective large sample
variances are given in Appendix C. Hence we see that
~ k ki kij - — - _* _**
MTUT = Z E Z (1/tij1)(Yi + x5+ oxij + xijl)
i=] j=1 1=l

is the maximum likelihood estimator of MTUT, being unbiased and normally
distributed for large, conditional values of nj, njj, and nyy;. Using the
estimated variance of the maximum likelihood estimator of MIUT described in

Appendix C, the large sample (1-a)100% confidence interval based on the

maximum likelihood estimator is of the following form

M;UT X zq4/2 V;r(M;UT). (12)
This interval has an approximate confidence coefficient of l-a with the
optimum property of being shorter, on the average, than intervals determined
by any other estimator of MIUT.

Large-sample testing procedures for MIUT follow from expression [12].

The confidence coefficients and error probarilities associated with the
approaches developed for large sample sizes are not conservative.

Large-sample theory for maximum likelihood estimation guarantees the accuracy

LR
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of the confidence coefficients and error probabilities associated with the use

of expression (12).
6. FUTURE RESEARCH DIRECTIONS

Two specific topics eligible for future developmen:t can be identified.
The first topic is related to the measure ¢. How can p be estimated, given
the total number of equipments being serviced and known forces of mortality
for each equipment? What does the measure p represent when Y is known and all
maintenance echelons are considered? These are two questions concerning the
measure p and its application to maintenance suppor:t burden. The second area
warranting future research efforts arises from the work presented in section
5. The {1-a)100% interval estimate of MTUT for small values of nis1 is very
conservative. What is the "best” interval estimate of MIUT (bes: in the sense
ol shortest length, on the average, for a given level of confidence)? 1f an
upper one-sided interval estimate is desired, what is the minimum upper one
sided (1=-a)100X bound?

7. SUMMARY AND CONCLUSIONS

The concept of maintenance support burden is set forth in this paper as
an important equipment characteristic to be considered in decision making. A
conmparisor of standard maintzinabllity/reliabilizy measures with the mean
overall maintenance time expressed as a percent of the average lifetime (MIUT)
is discussed. Deficiencies of availabiliry (4), MITR, and mean queue length
(p) as reflections of maintenance support burden are pointed out. A workable
testing program for the evaluation of maintenance support burden of an
equipment under consideration, useful in the demonszration phase of an

equipment, is developed along with the respective estimation and

disecrimination procedures. Interval estimates and discrimination procedures
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for a measure of maintenance support burden (MTUT) applicable in the
assessment phase of an equipment is developed. These results motivate the
importance of considering the proposed measure (MTUT) as part of a procurement
decision making strategy as well as an assessment evaluation. Further, the
significance of understanding the appropriate interpretation of standard
maintainability/reliability measures in decision making situations will aid in
a decrease of their misuse. In conclusion, the estimation and discrimination
procedures for malntenance support burden, derived in this article, enhance
the ability of reliabllity engineers to identify equipment types producing a
minimum maintenance support burden (applicable in both the demonstration and

assessment phase of development).
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Appendix A
Expressions for Var (MIUT) in both the demonstration and assessment

stages described in section 4 are derived be.ow.

Demonstration Stage

* % *
Defining wisip = (Yijim * Xijlm ¥ ¥ijlm * Xijlm)

k ’ kc 3 n .
— .- i i i31
We have w =t ) E ; Z ’ ”ijlm}/30
i=] j=1 1=1 1=l

and

n k ki ki- ni-1
- N J - -1,
sw = { Pl ) ) (wijlm‘ w)<3/29
i=1 j=1 1=1 =1

for njy1 > O.

Thus,

- - -
<

2
Var MTUT = Are [s./30].

Assessment Stage

We deline for large njj; the following:

- ky kiy 1045
vi = {3 7 17 vi41al/ns
j=] 1=1 m=l

ki kg3 nj

- 3 i1

= {1 17 17 xiq1pt/ny
j=1 1=1 =1
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- * kig D1yl *
xi3 = L L7 L %i310l/nyg
1=1 =]
* %k Dij1 **

xy41 = | 21 Xij1a}/nij1,
o=

where

2 ki kij Dij1 _
sy = { ) 4 L ij1mpm vi)2}/(n; - 1)
j=1 1=1 =]

*2 ki kij D141 -
sy = (0 17 & ! (xj10~ *¢)?H(ng = D)
j=1 1=1 m=l
2 kig ng31 -~ .
81§ = ) . L ] (x4j1m™ xij)“}/(nij - 1)
1=1 m=1

2 njj1  x* - %% 2
sy31 = { 27 (¥ijlm = *¥431) }/(ng5p - 1)
o=1 -
Thus,
- - k 2 2 *2 k ky 2. 9
Var MTUT = [ '\i(si + 54 )/ni + I I )\ij ‘s ij/nij
i=1 i=1 j=1
ko kg kij 2
J 9
+ : z z xijl" Sijl/nijl'
i=] j=]1 1=1
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Appendix B
Tnis appendix gives

small condizional values
k
i

k
ki"\» d =
1 i=1 7

bt

-
-
=

-
&

of ny, ni5, and nij1 (Apy1's are unknowr’. Defining
i=1

the upper and lower confidence bounds for MTUT with
Uj-q/2 are given by the following:

k:, and & = 2k + g + d the expressions for Lg’o and

k
Los2 = I (Fopn y2n iar28)(vy * x1)/2g
i=] i i
k Ki - g =
= T I (Fans2n, t0/28 " %:j )/tig
i=] =} P i3
k ki kaj
. - - L P, . *k\ 7T
= & L T (Fap,  _»2n,,,30/28 " Xijl Mzizte
i=] J'l 1=1 224 ljl
k —— -— -
Upegiz = I (Fan»2n 51 - 0/28) © (Fp * X3)/%;
I - 1
k kg _ e =
+ I T (Fap w2p,»1-9/28 ° Xz3 )/tij
i’l j-l - - -
kK ks kas
- - £ - . by *x - .
T - - . (’Zn,,1’2n ,71=a/2¢ Xijl >'~-jl'
i=] j=1 1=l ij1 15l
ke k;.: Naaxe
- - - '_-J.L
Note: 'Ci = . “ pi Cijlm/ni
jml =] o=l
kis n
- vij Rigl
t:g = L7 I tij1p/niy
1=1 o=1
- nijl
tg41 = & tislp/Dijl-
m-
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Appendix C

Maximum likelihood estimates of the parameters in the vector Gjj1 are

given below. The variance of MTUT is also developed. Substituting the
*
respective maximum likelihood estimators of Mct;, Mctj, Mctij, “Ctijl and kijl

into the functional form for Var(M%UT) gives V;r(ﬂiUT). This substitution

does not appreciablv affect the accuracy of the maximun likelihood estimate of
Var(MéUT) according to Mood, Graybill, and Boes {3]. The resulting estimated
variance is used in the interval estimation of MTUT in section 5. Because of

the independence and distribution assumptions associated with the repair and

life times under consideration, we see that

: N - nijl
Ais1 = 1"131» tijl1 = I t{jlm/Mij2
~ - ki kiz  ni41
Mety =Yy = I z ¢ Yijla/ni
j=1 1=l m=l
~k ki kij ngj1
Mcty = x5 = z z z ‘*jlm/“l
=1 1=1 m=l
- _ -% kij nijl *
Mctij s X33y = l“l Zl xijlm/“ij
= m=
A %%k Djj] %

Metjjy = X351 = 21 Xijln/nij1
m=

are the maximum likelihood estimators of the respective parameters included in
gijl' According to Mood, Graybill and Boes [3], Eﬁjl has a mean vector E&jl
and a variance-covariance matrix whose off-diagonal elements are zero and
diagonal elements being

- 2
Var Aijl = Aijl/nijl
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Var Mcty (Mcci)z/ni

-~ * *
Var Mct; = (Mcti)zjni

-

Var Mctij 2 (Mctij)z/nij

Var Mctijl = (Mctijl)z/nijl

when nj, njj, and njj] are large. Hence, we see that the maximum likelihood

- Rooky kiy T S T
estimator MTUT =z ; . ) (l/cijl)(yi +X; *oxgj + o xi31)
i=1 j=1 1=1

is unbiased for MTUT, normally distributed, and

. koK Kij * 2
Var MTUT = Z L 2 [(Mcci + Mcty + Mctij + Mctijl)z Aijlfnijl
i=l j=1 1=1

2 2 *
+ [Ay1/n541 + (agy1)2] © Meri/ng + (Merg)2/ng + Mty 2/nyj

2
+ Metyy/ngs1]]

k kg ki kyj
3 T8
+7 11 L Mjm Ajn (Mcty)2/ny
i=] j=1 m=1 n=|]
m=n

k ki ki ki- ki
T - L] ] .
+ Z L L L L A],Jm Aipn (MCti)z/nl
i=1 j=1 p=1 m=1 n=1
j=p
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I3 ki ki kij *
+ 1 L ’ . Ajm Ajn (Mct;)</n;
i=] j=1 m=1 n=1
o = n

*
L Ajm AMjn (Metg)</ng

j#p
k ki kij kij .
) ) L Mim Mjn (Merjjd)=/mngj.
i=] jsl m=] n=1
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ABSTRACT

There is great deal of interest in the Air Force in
adaptive processing in beam forming networks to make signal
receivers less susceptible to degradation in signal-to-noise
ratio caused by undesired noise signals and interference
from electronic countermeasure systems. However, Adaptive
beam forming (ABF) is computationally intensive and becomes
unmanageable as the number of elements in the beam former is
increased. This has led to interest in optical
implementation as it can provide 100 to 1000 times the
throughput rate that is difficult to achieve |using
electronic implementation. In this work, we have studied
signed-digit number system (SDNS) and modified signed-digit
number system and their application in optical
implementation. 1In particular, we have studied signed-digit
numbers with radix greater than two and proposed methods to
represent both integer and floating point numbers. We have
also shown the implementation of basic units such as adders,
and multipliers in SDNS using optical elements. Through
this work we have shown that the SDNS has certain properties
that make it possible to fully utilize important properties
of optics such as massive parallelism and also to overcome

drawbacks of other number systems such as binary or residue.
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1. INTRODUCTION

Adaptive beam forming (ABF) is used extensively in
defense radar and satellite communication systems to track
desired signals and provide protection against jamming and
other interference signals [1-3]. ABF provides the ability
to sense automatically the presence of interference noise
signals and to suppress them while simultaneously enhancing
desired signal reception. This is achieved with very little
or no prior knowledge of the siqnai/interference
environment. However, ABF is computationally intensive and
can tax the capabilities of even super-computers. This
computational problem becomes more critical as more elements
are added to adaptive beam forming network to counter the
growing and/or expected threat. For example, recent
specifications from AF/RADC calls for 256 to >1000 elements,
processing bandwidth of 50 MHz to 1 GHz, and weight update
rates of 100 KHz to 2 MHz as far term goals (4]. Such goals
cannot be realistically achieved even wusing massive
parallelism in electronic implementation. Hence there is a
great push towards optical processing to perform such high
speed adaptive processing tasks.

Optical ‘implementation (OI) is considered to be
superior to electronic implementation (EI) since it offers
massive parallelism, dynamic reconfigureability and high
local and global interconnectivity (made possible by free-

space interconnection). However, to harness, even
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partially, the benefits offered by optics, entirely new
thinking and approaches have to be developed. Thus, instead
of attempting to emulate techniques that are used in EI, one
will have to develop new techniques. Number system
selection is a good example.

Number systems such as binary (which does not make use
of parallelism in optics) or residue number system (which
allows only integer number representation and does not make
use of the high interconnectivity property of optics) that
are popular in EI cannot be very effective in OI. Hence, in
this study, we have taken a look at the signed-digit number
system and compare the merits and shortcomings with other
number systems. The signed-digit number system which was
proposed almost 25 years ago [5), did not ever catch on in
EI and there is no follow-on work and/or publicationsf
Recently, there has been some interest in a special case of
signed-digit number system, that of modified signed-digit
(MSD) number system where radix equals two, and its use in
optical implementation has been demonstrated [6-9], the last
three articles by the principal investigator. Since it has
been shown that MSD number system makes use of the
parallelism offered by OI, signed-digit has the same
property, and hence one can make use of the property of OI

to signed-digit number system.
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SPECIAL OBJECTIVES

The objective of this research work is to evaluate the
usefulness of signed-digit number system with radix r (r>2)
for optical processors in general and for optical adaptive
processors, in particular. The work involved the study of:

a) merits and drawbacks of such a number system,

b) representation of both integer and floating-point
numbers,

c) algorithms for basic functions such as addition,
barrel-shifting (multi-digit shifting) and multiplication,

d) suitable architectures for implementing those
algorithms using optical elements, and

e) Their use in optical adaptive beam forming.
From the results presented in subsequent sections, it can be
seen that the signed-digit number system have certain
properties that make them strong candidate for optical

processing.

2. SIGNED-DIGIT NUMBER SYSTEM (SDNS)

Signed-digit number system is a redundant number system
that offers certain advantages, for example, SDNS limits
carry propagation to one position to the left during the
operations of addition and subtraction in digital computers.
Carry-propagation chains are eliminated by the wuse of
redundant representations for the operands. The digits of a

signed-digit representation individually assume both
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positive and negative integer values and contain the sign
information for the number; no separate sign information for
the given number is necessary. In general, a signed-digit
number is represented by n+m+l digits where each digit zj is
such that |[z;| < r-1 for radix r and has the algebraic value
m
z2= >zyrt (1)
i=-n

where r>2. In this representation the algebraic value Z=0
has a unique representation, i.e. when all the digits are
zero. Sign of the algebraic value of Z can be inferred from
the sign of its most significant digit. Also, the
representation for -2 can be obtained from the
representation of Z by changing signs for all the digits.
In the case of r=2 the representation is known as the
Modified Signed Digit (MSD) representation. This
representation has been used in several optical systems (6].
In the MSD number representation addition is performed in

three stages instead of two stages for the normal SD

representation.

3. SIGNED-DIGIT ARITHMETIC

Given the <class of signed-digit representations
described by (1) this section describes basic operations on

these numbers.

3.1. Addition/Subtraction
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The addition of two signed-digit numbers is performed
in parallel in two successive steps. First, an outgoing
transfer digit t;,; and intermediate sum digit w; are
produced and then the sum digit s; is formed as shown in
Fig. 1. 1In this figure, five digit operands are assumed and
the structure is independent of the radix r (r>2).

2:

ity = rhitl vy (2)

S:

i =Wty (3)

Parallel addition without carry propagation in SD arithmetic
is achieved by imposing restrictions on values of t; and wj
and these are |t;| < 1 and |wj| < r-2 respectively. Thus,
given the allowed values for wj as the sequence Wpin,---,-1,

0,1,...,Wpays the rules for finding w;, t;, and s; are as

i
follows:
wi = (25 *Yj) - Tty (4)
where
0 if wWpijp < 23 +Y{ £ Wpay
tivl = 1 if 23 * Yi 2 Wpax
-1 if z; + y{ £ Wpin
and then
sy = wy + ty (5)

To perform subtraction the property of deriving the
representation of -Z from Z can be used i.e. change the sign
of all the digits before feeding to the adder and it will

perform a subtraction.

3.,2. Multi-digit Adder (MDA)
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The redundancy in SDNS can be exploited to add (sub)
more than two numbers simultaneously. In this section, we
deséribe this basic concept and present the adder
architecture for such an addition.

The advantage of uéing large radix and large digit set
is to maximally employ redundancy of SDNS. We present here
a way to achieve the multi-digit adder. The large sets of
digit allow the possibilities of summing up to r/2 numbers
at the same time, r is the selected radix. For example, let
r=8, if appropriate "carry" and "sum" look-up tables are
chosen, then up to 4 SDNS numbers (octal) can be added
together simultaneously.

Taking r=8 as the example, the maximum value of adding
4 octal single digits together is 34g. The minimum value of
adding 4 octal digits is 518. If the maximum digit set is
selected, then we can set the ranges for the tables "carry"
and "sum". The maximum digit set for r=8 is (-7,-6,-5,-4,
-3,-2,-1,0,1,2,3,4,5,6,7]. The range of table "carry"
should be set as >3 to <3; and the range of "sum" table
should be set as >4 to <4. Then the SD adder may be
constructed as in Fig. 2.

The adder proposed here will increase the speed of
addition by 4 times than the adder using SDA's for both
stages. Generally, if radix is r and the maximum digit set
is used, the time saving will be a factor of r/2.

The most difficulty problem associated with the multi-

digit SDNS adder is the extensively increased look-up tables
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needed, for the example of r=8, we would need 2x8% table
entries for stage one MDA's, and 450 entries for stage two
blocks. One way to solve this problem is to construct the
look-up tables such that only minimum table entries are
needed, since most of table entries contain the same
numbers. For r=8 example, a total of 15 different entries
are needed. Another method to solve this problem is to use
conventional two digits adder to construct MDA's. Fig. 3
shows the internal construction of stage one MDA block.
There FA's are digits adders. Then w;' and c4,,' are
checked by the limits of ranges set up earlier. For r=8, if
wi'>4, let wy to be the complement of w;' and cj;q to be

Cj+1'*1l. If w;i'<4, it is within the range, then let w; to
be w;', and cj,q to be cj,,'. And then these two lines are
feed into stage two blocks.
3.3. Multiplication

Multiplication can be performed in several different
ways - sequential add & shift, array multiplier (with some
modifications), or by generating partial products and then
summing them. Though the array multiplier requires only
local interconnections, the delay depends on the number of
digits 1in the operands. Fast multiplication can be
performed in the signed-digit representation by first
generating all the partial products in constant time
independent of the number of digits and then summing these

products using a binary tree. This kind of scheme was

proposed by Takagi [10]. For a radix 4 (digit set [-3,-2,




-1,0,1,2,3)]) it can be seen that the partial product
generator is the configuration shown in Fig. 4. The radix
r=4 has been chosen here because of simpliéity of the
partial product generator. The appropriate unit |is
activated by the control signal depending on the multiplier
digit. As a shift in radix 4 amounts to a multiplication of
the number by 4, multiplication by 3 can be performed by
doing a left shift and then subtracting the original number
once. NOP is the no-operation phase where an input is passed
onto the output.

The multiplier configuration for n=4 is shown in Fig.
5. In this figure X3X,X,X, are the multiplicand digits and
¥3Y¥,Y,Y, are the multiplier digits. The signed-digit adder
(SDA) has to have an appropriately larger width ¢to
incorporate the shift in the addition of the partial
products, but this does not introduce any more delay as
addition is performed in constant time. Thus the delay of
the multiplier is log,n (depth of the binary tree) where n
is the number of digits (radix 4 in this case).

It is also possible to perform the addition of the
partial products in a higher radix signed-digit
representation without generating a carry. Thus, several
partial products can be added together simultaneously to
reduce the depth of the tree. It is particularly simple to
go back to the original radix if the new radix is a higher
power of the original radix. To go back to the original

radix, one has to only regroup the binary sequence
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representing the SD number. Therefore in Fig. 5, the
addition of the 4 partial products (with r=4) could have
been performed by a radix 16 adder. It would generate no
carry. The delay of the multiplier would be constant if
only working in the higher radix was easier, but it |is
observed that for higher radix the number of terms required
to implement the adder increase drastically.

3.4. Multiplication using MDA's

In this section, we present the architecture of a
multiplier which is constructed by multi-digit adders (MDA).
One of the disadvantages of using large radix or large digit
set is that the algorithms of SDNS multiplication are very
complicated, and array type multiplier are difficult to be
built. But if the MDA's are used in design of multipliers,
a lot of work will be saved.

Since MDA can add r/2 digits at the same time, for each
multiplier digit we can either perform addition only once
(if multiplier digit < r/2) or twice (if multiplier digit >
r/2). Fig. 6 is an example of a partial product generator
(PPG) for a SDNS multiplier. The Comparator block is to
decide performing one or two times of MDA according to
multiplier digit Y;. The multiplier using these PPG's is
shown in Fig. 7, where r=8, multiplicand is X Xj_.q1...X1Xg,
and multiplier is Y, ¥, ,...Y,Y,. The delay of this scheme
is logr/zn.

3.5. Algebraic Comparison

45-10




Algebraic comparison can be performed as it is done in
the conventional binary representation schemes, by
subtracting one number from the other. As subtraction is a
fast operation in signed-digit arithmetic, algebraic
comparison can be performed faster than is possible in the
binary representations. Also this can be contrasted with
the fact that algebraic comparison in residue arithmetic is
impossible.

3.6. Division

Division in the signed-digit representation is slightly
more complicated as the quotient bits for radix 4 belong to
the digit set [-3,-2,-1,0,1,2,3]. Sign of the quotient digit
is negative if the signs of the most significant digits of
the dividend at that stage and the divider are different.
To speed up the division one can use a set of comparators
(subtractors) and multipliers to obtain the quotient digit
and a subtractor to take the difference. As division is not
required too often in most operations this is not expected
to be a drawback. The fact that division is possible in the
SD representation can be contrasted with the fact that it
cannot be performed in residue arithmetic and where it is
not closed (being an integer representation) under division.
3.7. Conversion

It is advantageous to use a radix > 2 which is a power
of 2 as this allows easy conversion from the sign-magnitude

binary form to the signed-digit form by grouping together
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log,r bits and forming the digit. If the sign is negative
then change the signs of all the digits to negative.

To convert from the signed-digit representation to the
binary representation it is again of advantage to use a
radix which is a power of 2. Form two separate numbers -
one containing the positive digits and the other containing
the negative digits. Then convert each of these digit
representations to binary - each digit contributing log,r
bits and subtract the negative binary set from the positive
binary set to yield the equivalent binary representation.

Other sequential methods are also possible for
performing the conversion from signed-digit to conventional
binary. By inspecting the SD number (say in radix 4) from
the most significant digit and analyzing two digits at a
time one can eliminate all other digits except the 0,1 set
(this is possible because SD representation is redundant and
not unique). Several passes may be required but at the end

we have the binary representation of the number.

4. SELECTION OF PROPER RADIX AND PROPER DIGIT SET

For SDNS numbers, any radix > 2 can be chosen, but we
need to identify the one with most advantage offered by such
a number system. And similarly, for a given radix we have
several digit sets to choose from. 1In this section, we will
discuss the selection of radix and digit set so that it will

maximally take the advantage of redundancy of SDNS.
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. Bac und
The SDNS is a redundant number system with a radix
greater than two. The SDNS with a radix r has the digit
set:
Dggq = (*n,~(n-1),...,-1,0,1,...(n-1),n]j
where the value of n is given by

Npin S 0 < Npay and

(r+1)/2 if r is odd, npj, = r/2 + 1 if r is even;

Mmin
Npay = r-1. Therefore, for SDNS with radix r, we can have
digit sets:

Dsd min = (~Ppin/~(Mpjn~2)se-+,=1,0,1, 0. Npjn=1,Npin]

Dsq max = [“Pmax’~(Mpax~1)se«-,=1,0,1, 0. Npay=1,Npayl-
For minimum set, there are 2n,;i,t1 different representations
(digits), while there are 2r-1 digits for the maximum set.
For any value, say N, is represented in SDNS as:

(N)p = Dsd#prp + Dsd#p-lrp-l +...+ Dgqu1T + Dggiso

It is true that decimal (r=10) is the number system
with which everyone is familiar and comfortable, but the
difficulty of converting a decimal number into binary with
which computers operate makes it out of our consideration.
Our guideline of the selection of proper radix is that which
radix makes addition and multiplication easier. Of course,
smaller radices make adder and multiplier simpler, but
larger radices offer larger redundancy which means more

effective algorithms might be used to construct the adder

and multiplier. Much the same for the selection of proper
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digit set. Smaller digit sets lack of redundancy but make
things simpler; larger digit sets have more redundancy but
need more hardware to configure the adder and multiplier.
m ison ifferent Radices

Theoretically we can have large number of radices as
the base of SDNS. But implementation becomes complex as r
getting large. Therefore we only consider the cases of
r<lé6.

The list below is a summary of different radices, their
ranges, ngi, and n,,., number of digits in sets, and number

of sets for each radix. Binary MSD listed in the list is for

a comparison:

r # of sets npin DNpax # of digitsp;, # of digitsp,,
2 1 1 1 3 3
3 1 2 2 5 5
4 1 3 3 7 7
5 2 3 4 7 9
6 2 4 5 9 11
7 3 4 6 9 13
8 3 5 7 11 15
10 4 6 9 13 19
16 7 9 15 19 31

From the list, one can see r=3 or 4, only one digit set is
there. The large radices have more digit sets but number of
digits also are big, this will need more representations
also. From the point of view of simplifying interfacing
with electronic computers and the internal architecture of
adder and multiplier, radix r which is a power of 2 will be

the best candidate. Selection of radix as a power of 2 will
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also make it possible for easy conversion between signed-

digit and conventional binary digit.

Since look-up table method is proposed to be used in
the algoritums of adéition of SDNS numbers, then the number
of entries on those tables also need to be considered when
we select a proper radix or digit set. The following is a
list which gives the number of table entries for different

radices:

r DNpin Npax
3 50 50
4 98 98
5 98 162
6 162 242
7 162 338
8 242 450
10 338 722
16 722 1922

There are two tables for each radix, one for sum produced by
add two SDNS digits, one for carry. From the list above, we
can see that selecting the smaller set will make look=-up
table smaller. It might be important for considering

selecting the larger set if the memory capacity is critical.
5. MATRIX OPERATIONS

Primitive arithmetic operations defined in the previous
sections can be used to implement various operations on
matrices. In this section systolic arrays proposed by Mead
& Conway [11] are used to perform matrix-vector and matrix-

matrix multiplication, and solution to the problem of least
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square minimization by Q-R decomposition [12]. As the
details are available elsewhere only the salient points of
these operations are described here.
5.1. Matrix-vector Multiplication

The inner-product step processor performs the operation
C <~=- C + A x B. This processor is used as the basic cell
to perform the matrix-vector multiplication. As the signed-
digit multiplier is implemented by adding together the
partial products it is quite easy to implement the inner
product step processor operation which is another stage of
addition. At each clock cycle each of these processors
receive new inputs for A, B, and C, perform the computation
and output the result in the next clock cycle. To multiply

an n x n matrix A = (aij) with an n x 1 vector gT = (X,

Xy...Xp) and obtain the product, an n x 1 result xT (Yy

Y3.+:.¥Yn). The following recurrences are used:

1
Yyi = 0
k+1
Yi T Y]t ajp¥
n+1
Yi = Yi

The matrix-vector multiplier is shown in Fig. 8. All n
components of y are computed in 4n - 1 clock cycles. As
only 1/2 the number of processors are active at any clock
cycle it is possible to use only n processors to perform the
same operation
5.2. Matrix-matrix Multiplication

The same inner-product processor used for matrix-vector

multiplication can be used for matrix-matrix multiplication.
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The interconnections are better shown by using a hexagonal
geometry for the same processor. The inner working of the
inner-product processor is the same here and data moves in
the same fashion as that for matrix-vector multiplication.

TWwo n X n matrices A = (aij) and B = (bij) are multiplied to

obtain an n x n matrix C = (cij) by the following
recurrences:
1
cij = 0
k+t1 _  k
iy = Cij * ajxbPxj
’ _ n+l
cij = cij
n? hex-connected processors and it takes 4n clock cycles to

perform the multiplication of these matrices. It is also
possible to use n2/3 processors as only one out of 3
processors is active at any time.
.3. Least are Minimizatio

Adaptive combiners for adaptive signal processing can
be formulated in terms of least squares minimization.
Inputs to the combiner take the form of a desired signal
y(i) and N-1 auxiliary signals x(i), and the complex weight
vector w is adjusted so as to minimize the power of the
combined output signal

e(i) = y(i) + xT(i)y, for 1 £ i < n (6)

By doing this, interference nulls can be created in other
directions besides the direction of interest. The 1least
square weight vector at time t, is given by

xH(n)x(n)w(n) = x8(n)y(n), (7)
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where X(n) is the n x N-1 data matrix, y(n) is an n x 1
vector of desired signal y(i), and xH denotes the Hermitian
of the matrix X. .

Solving this equation for w(n) is complicated and the
matrix XH(n)X(n) may have a very small determinant (i11-
conditioned) and thus give large variations in solution for
w(n). The Q~R decomposition technique wusing Givens
rotations is more appropriate [13,14]. In this technique an
n X n unitary (such that QHQ = T) matrix Q is found such
that

Q(n)X(n) = ( R(n) 0)T (8)
and R(n) is an N-1 x N-1 upper triangular matrix. Gentleman
and Kung have shown how this can be implemented using a
triangular systolic array using three types of basic cells.
The upper triangular matrix R(n) is recursively generated
where each row of cells in the array performs a basic Givens
rotation between a row of the stored triangular matrix and a
vector of data. Once the triangularization has been
performed a linear systolic array computes the least-squares
weight vector by backward substitution. In the adaptive
antenna application we are interested only in the beamformed
signal and not in explicitly computing the weight vector.
Thus the Q-R decomposition can be modified to directly
compute the residual at each stage and the linear systolic
array is no longer necessary. The configuration for this

array and the cells are shown in Fig. 9.

45-18




6. IMPLEMENTATION

For comparison purposes with residue arithmetic
implementation techniques of the least square solution, the
Westinghouse design for adaptive phased array radars was
chosen [15]). Assuming the same bound of 1.9 x 1013 it was
found that 25 digits of radix 4 are required. In residue
arithmetic out of necessity, a fixed point representation is
used while in SD a floating point representation can be
used. Position encoding and look-up tables as used in
residue arithmetic operations are assumed. Look-up tables
(LUT) can be created for performing the operation of
addition and complementing in one delay. Thus the adder
would require one delay, the subtractor two delays, partial-
product generator three delays (assuming the shift operation
requires no delays), multiplier 3 + logyn delays (n=25 here
so 8 delays), and the divider 3 + n =28 delays. If MDA's
are used for adder or multiplier, then the number of delays
are the same since r = 4. For large radix r, the delays of
addition and multiplication will be reduced if MDA's are
used. Each boundary cell in the triangular systolic array
performs four sequential operations - two multiplications,
addition and a division, thus requiring a total of 45
delays. The cells in the triangular array requires two
multiplications, one addition and one subtraction, thus
requiring 19 delays. As it takes more than one delay to

generate the outputs of the cells, the clock width would be
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that of the more limiting value, i.e. 45 delays. Each
output residual signal is generated from a data vector that
was inputted 2(N-1) clock cycles earlier, that is a latency
of 450 delays for a 6 x 6 matrix. After the first output
has been generated it requires only 45 delays for each
following output. These values are considerably higher than
that required for the residue number representation (latency
= 72) but with a few more clock cycles (1 for binary to
signed-digit and the delay of the carry look ahead adder)
the inputs and outputs are in the conventional
representation. In comparison, for the residue number
representation, much more complex conversion schemes
(Chinese Remainder Theorem or Mixed Radix Conversion) are
required to be implemented which would exceed the <time
required here. Also, as the operations have not been
pipelined at the finest level in this implementation, there

is much scope for improvement

2. CONCLUSION

In this research work the use of the signed-digit
number system for fast processing has been investigated. It
has been compared with the residue number system, which has
been widely used to meet the speed requirements in the past.
The signed-digit number system offers most of the advantages
of parallel processing, without problems such as conversion

to/from conventional binary representation, and hence is an
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alternative worth considering. We have completed the
architectures for designing SDNS adder and multiplier. The
selection of proper radix and digit set would allow us to
add up to r/2 numbers at the same tinme. And the
architecture of using MDA's for designing multiplier is also
presented in this report.

As pointed out before, it is necessary to use floating-
point numbers to achieve the required range for adaptive
beamforming and the SDNS can be extended to floating-point
easily whereas it would not be straightforward in the

residue number representation.
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1. Introduction

The purpose of this study is to examine the possibility of implementing an iterative algorithm such as
the conjugate gradient algorithm in an optical signal processor. This research is an extension of work
done as part of the Summer Faculty Research Program (SFRP) in 1986 at RADC, Griffiss AFB, NY.
The period of performance covered by this report is April 1, 1987 to March 31, 1988.

The SFRP work focused on a prototype acousto-optic signal processor which was already in
experimental operation as part of an RADC project (see [1,2]). This processor uses a variation of the
Least Mear: Square (LMS) algorithm. The goal of the current project is to investigate more powerful

algorithms such as conjugate gradient that might provide improved performance for such a processor.
2. Background on the Problem

2.1 The Signal Processing Application

The particular signal processing application is adaptive noise cancellation. A main signal is received
consisting of the signal of interest s(t) plus a noise signal n(t). Omni-directional side antennas receive
signals nj(t.), j=1.....N. A weighted combination of delayed versions of these side signals is used to
estimate the noise n(tj. We denote this estimated noise by y(t). The problem is to determine the
optimum combination of weights in order to minimize the difference between the estimated noise and

the actual noise.

The quantity we would like to minimize is

E(le(t)|%) (2.1)

where e(t), the so called 'error signal’, is the difference between the mair signal plus noise s(t) + n(t)
and the estimated noise y(t), and E indicates expected value over all time with respect to some
probability distribution. In practice, rather than a true expected value over all time, some finite

measure or summation of recent signal history is used.
The expression (2.1} can be thought of as a functional (ie., real valued operator) of the unknown
weight vector w used to form the estimated noise. It is well known [3] that the minimization of this

functional is equivalent to setting its gradient equal to zero. This leads to the linear equation

Aw(x) = b(x) (2.

">
[3%]
~—
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where w(x) is the unknown weight vector function evaluated at the delay point x, b is a vector function
formed from the side signals and the main signal plus noise, and A is a positive definite symmetric
operator corresponding to the covariance matrix in discrete formulations of this problem (see Appendix

1 or [4] for a discussion of the derivation of the analog version of this problem).

2.2 The Least Mean Square Approach

The formulation of the quantities A and b in equation (2.2) is a formidable computational task. As a
result, several approaches have been advanced which attempt to circumvent this difficulty. One of
these, the least mean square (LMS) algorithm (cf., [5]), bas been implemented on several optical
processors ({1}, [6]), including the one under consideration here. It is the performance of this algorithm

that we would like to improve upon.

Although the LMS algorithm is usually thought of as an approximation of mote complicated
algorithms for minimizing the quantity (2.1}, one can also think of it directly as an algorithm for

minimizing the quantity
le(t)|2 (2.3)

instead of minimizing the quantity (2.1). As was the case before, this minimization problem is
equivalent to setting a certain gradient equal to zero. In the case of a single side signal, the gradient

associated with (2.3) is proportional to

e(t)nl(t~x). (2.4)

This gradient expression has the advantage of being easy to compute. In particular, it does not involve
the calculation of a covariance matrix. However, the expression (2.3) only has a minimum in the case

when (2.4) is zero. This can happen only when e(t) is zero. But e(t) has the form

5(t) + n(t) - ().
We hope to make the quantity n(t) - y(t) zero, but in general s(t) is not zero, and so e(t) will also not
be zero when there is a main signal present. This is a potential problem with LMS and we will

consider it further in the next section.

Iterative processes have the general form

47-3




Wigp1(x) = wi(x) + a;p;(x) (2-9)
t =0,1,...

h

where wi(x) is the i*D iterative approximation of w(x), p;(x) is a directior: vector which indicates the
direction to go in to get to the next iterate w; ., and a, is the scalar stepsize that tells how far to go

in the direction p;.

For the LMS algorithm, we take pi(x) to be the vector given by (2.4) with t = iAt, where At is the
time increment between iterations. The stepsize is taken to be a sufficiently small fixed scalar a. As

discussed in [4], it is possible to solve the LMS iteration process directly to obtain

k-1
wi(x)=a ) en)(iat-x), (2.6)
i=0

where ¢, = e(iAt). Letting At — 0, we get the analog version of (2.6), namely

[
it |
~—

t
w(x) =a/e(s)n1'(s-x)ds. (2.
0

It is actually this solution, and not the iterative version of LMS, that is being implemented in the
optical processors discussed in [1) and [6). In this form, LMS is not a true iterative algorithm. Rather,

it represents an approximate version of a complete solution of the minimization problem.

The advantage of LMS is the ease with which it can be implemented in a real time processor. The
fior: of data in such a processor is uninterrupted as the as the solution is continuously updated. This
makes it particularly appealing for use in an optical processor. This is a desirable property of LMS
that we should try to retain. Unfortunately, there are probiems inherent in LMS that result in a

degradation of performance that can reach unacceptable levels.

2.3 Problems with LMS

As mentioned in the previous section, there may be problems associated with LMS when a main signal
is present (ie., signal-to-noise ratio (SNR) greater than 0). We can observe this phenomenon in the
following numerical example (all numerical examples for this report were produced on a personal

computer using Turbo-Pascal).
Figure 2.1 shows the performance of a numerical simulation of the LMS method in a case when the

main signal s(t) is 0. The signal received at the main antenna is just a noise signal n(t) which we are

attempting to cancel. In this example,

47-4




15% T
0.7

8.5 .

8.5 .

0.0 90.53 1.0 1.5
-9.25 ‘

-9.50 §

-.75 ]
1.8l

FIGURE 2.1 LMS WITE SNR = 0

Lo T
075 |

6.5 |

65

0.00 ; Eg ” Jlod .58
-0.35 ¢ i

~0.59 | . ]

475 |
-1.00 |

FICS'RE 2.2 LMS WITHE SNR = 0.5

47-5




n(t) = 8in(20xt). (2.8)

The side antenna signal is of the forn.

nl(t) = sin(20xt + C.1). (2.9)

There are 30 delay taps spread over a delay aperture of 0.3 sec. The fixed stepsize is a = 0.05. As we

can see in this figure, good noise cancellation is achieved after approximately half a second.

However, when even a small main signal is present, performance deteriorates drastically. Figure 2.2

shows the effect of adding a main signal of the form

s(t) = 0.5 sin(30mt)

—~
!D
=
(5=

~=

(so that the SNR is 0.5). The graph shows

2(t) - y(t) (2.11)
the difference between actual noise and estimated noise. As one can see, there is essentially no noise
cancellation. This is in agreement with observed experimental results [7], citing that LMS works well
in "extremely poor SNR environments™. Indeed, there is no hope of it working otherwise!
Why should this be the case? Recall that

e(t) = d(t) - ¥(t)

where

d(t) = s(t) + n(t)

is the signal received at the main antenna. If we substitute this expression for e(t) in (2.4), and then

use (2.4) as the direction vector p; in (2.5), with t = iAt, we obtain the following form for LMS:
wi_*_l(x) = wi(x) + a(d(iAt) - y(iat))n; (iAt - x). (2.12)
Convergence of this method implies
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Yit+l i

for large i, which, in turn, implies that the second term on the right side of {2.12) must converge to 0.

But this implies

d(iat) - y(1At) — 0

or, equivalently,

s(iAt) + n(iAt) - y(iat) — 0.

But this quantity can never be 0 if s(t) is independent (uncorrelated) of n{t) and y(t) {which we hope is
the case if we are going to avoid cancelling the main signal!). Thus, LMS is trying to annihilate a

quantity that can never be zero.

To put this another way, in the case when s(t) is not identically zero, the quantity (2.3) has no
minimum weight associated with it. LMS is trying to solve a problem that has no solution. The
method which we introduce in the next section not only has better performance characteristics thar
LMS, but also completely avoids this serious drawback of LMS as a noise cancellation algorithm in the

presence of a main signal.
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3. Nonstationary lterative Methods

3.1 New Approach to lteration

We now consider a new way of incorporating iterative algorithms in a real time signal processing
environment. The motivation for the approach is optical signal processing, whichi aliows u: the
computational speed to consider such an approach. The uniqueness of the method lies in the fact that
the data flow is allowed 1o drive the iterations, providing effective real time performance. Rather than
perform multiple iterations on a fixed problem, which must be formulated fron. stored data. we allow
variations in the incoming data to continuously update the probiem while iterations are being
performed. This is well suited to optical processing, where data storage and retrieval can be a probiem,
but computational speed is not. The result is an adaptive process that can significantiy outperform the

traditional LMS algorithm.

In contrast to the LMS algorithm, the new iterative technique deals with equation (2.2) directly. rather
than an approximation of that equation. To illustrate the technique, we consider the simplest type o’
iterative algorithm of the form (2.5), namely the steepest descent algorithm with fixed stepsize. This
algorithm has the form

Woi|=Wn+arg (3.1)

tn =b- A wp.

The fixed scalar a is the stepsize. The sequence {wp} constructed from (3.1} will converge to the

solution wx= of (2.2) proviued
a<1/M
where M is the largest eigenvalue of A (cf. [§],.

The usual approach in imy.cmenting an algorithm such as (3.1) is to compute A and b from the input
data once. and then to regard then as fixed while the iterations are being performed. However. for our
real time acousto-optic processor, it is easier to recompute A and b on every iteration, rather than to
store and retrieve their values. This rccémputation of A and b, however, introduces variations in their
values as the iterations are being performed. Thus, it is more appropriate to write the algorithm (3.1)

in the form

wn+1=wn+arn

tp = bp - Apwp
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where A, and b, are the updated versions of A and b at the nth jteration.

The algorithm (3.2) is an example of a ponstationary jterative process as defined for example in [9]. In

practice, one finds that Ay and by do in fact change on every iteration. What remains the same,

however, is that the sequence of problems

Ap w=bg, n=0.1.2.. £5.3)

all have the same solution ws for each value of n (or, at least, ws changes slowly in time compared to

the speed of the iteration process).

This makes sense in the context of our noise cancellation probiem. Recall that the weight vector
solution ws= represents which of the delayved versions of the side signal are to be weighted. This is not
going to change from one iteration to the next. Thus, the solution does not change, even though the

formulated problem changes from one iteration to the next.

When the solution does change over time, this type of process will adapt to the new solution since we
are always incorporating the most recent signal data. Moreover, convergence to the new solution value
should be very quick since the oid solution value provides a good starting point from which the

iteration process can seek the new solution.

Other iterative algorithms can also be put in nonstationary form. One improvement on the steepest
descent algorithm is to optimize the stepsize at each iteration step. The nonstationary version of this

algorithm has the form
%n+1 = ¥n + anfp
In = bn - Anwn (3.4)

apn = (rn.fn)/(tn.Antp)-

The nonstationary conjugate gradicent algorithm takes the form
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W=l = %n ¥+ appy
Pns1 = Tnsap ” CnPn
ap = (rn,pn)/(Pn.AnPn) (3.3)
th = (7,‘+1~f\npn)/(Pn‘AnPn)

th = by - Apwp.

Here, ap and cp are scalars, (, ) indicates inner product, and p,, is the direction vector. In the next
section, we show numerically that sequences {wp} generated from either (3.2, (3.4) or (3.5) will
converge to the common solution wa of the sequence of problems (3.3). In section 4.1 we look at

analytical results concerning the convergence of such sequences to the desired solution ws.

3.2 Numerical Results

This section presents the results of three numerical simulations comparing the performance of severai
nonstationary iterative algorithms and the traditional LMS algorithm. As mentioned previou.:. all
numerical results were produced on a personal computer. In order to be computationally feasible on
such a computer, the examples are constructed so that an exact solution is possible with a relatively
small number of tap weights (we choose 6 tap weights for the iterative algorithms and 30 for LMS). In
order to study the behavior and stability of the methods for larger number: of tap weights, more
computer power will be needed. For an optical processor, however, large numbers of tap weights will

present no computational difficulty.

EXAMPLE 1: For the first example, we have no main signal, so that SNR = 0. The noise signal to

be cancelled is
n(t) = sin(207¢ + 50t%), 0 <t < L.

The graph of n(t) is shown in Figure 3.1 (a). A single side antenna receives a copy of the noise signal

in the form
nl(t) = n(t + 0.1).
Delayed versions of this side antenna signal are formed over a total delay aperture of R = 0.3.
Figure 3.1 (b) shows the results for the LMS algorithm. The algorithm is run with a fixed stepsize of

0.1 and 30 delay taps. 200 itcrations are used over a time interval from t = 0.35 to t = 1.3 (ie., at

each iteration the current time is updated by a time increment of At = (1.3 - 0.35)/200. The graph
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shows the difference between actual noise and estimated noise. We observe that this output noise
settles down to a signal of amplitude 0.05, although the aigorithm does display some problems near

t=1, where the noise signal becomes compressed (higher frequency}.

Figures 3.1(c)-(e) show numerical results for, respectivelv, the nonstationary steepest descent, with
fixed and optimized stepsize, algorithm and conjugate gradien: algorithm. The number of delay taps
used is 6, so that the covariance matrices A; are 6X6, and the vectors by have ¢ components. The
entries in Ap and by are, respectively, auto-correlation and cross-correlation functions, which are
computed using integration over time. Theoretically, this integration should be performed over the
time interval -c0 to oc. However, in practice this integration can only be done over a finite interval.
We choose the interval from tg - 3 o g, where Y is current time. The integration is performed

numerically in the simulations using a 200 point Simipson’s rule.

For these nonstationary algorithms, the values of A, and by are recomputed on every iteration. The
simulations are run from time t = 0.35 to t = 1.3. At each iteration, the current time is updated by

an amount At = (1.3-0.35)/(# iterations).

From Figures 3.1(c)-(e), one can see that in this example the nonstationary iterative algorithms
provide a significant improvement in performance over the LMS algorithm. The complexity of the
noise signal causes no difficulties for these algorithms. Not surprisingly, the best performance is

obtained from the conjugate gradient algorithm, computationally the most complex of the algorithms.

EXAMPLE 2: This is another example with SNR = 0. We consider a noise signal, shown in Figure

3.2(a), of the form
sin(507t) 0 <t<05
n(t) = < sin(1007t) 0.5<t< 1.0
sin(507t) 1.0 <t < 1.5,
A side antenna receives a signal of the form
ny(t) = n(t + 0.1).
This particular noise signal was chosen to provide another example where the LMS algorithm has

apparent difficulty.
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The LMS algorithm was run with a stepsize of 0.000001, with all other paranieters being the same as 1:
the previous example. Figure 3.2(b) shows the output of this algorithm. As one can see, there is
essentially no noise cancellation. Larger numbers of iterations. and larger anc smaller stepsizes

produced no better results.

Figures 3.2(c)-(d) show the results for nonstationary steepest descent and nonstationary conjugate
gradient algorithms. The noise cancellation is similar to the previous exampic. and is much better

than LMS.

EXAMPLE 3: For our final example. we revisit the problem considered in Section 2.3. Recall that the
LMS algorithm did not work at all in the presence of a main signal. Figures 3.3 (a)-(b) show the
results of applying the nonstationary steepest descent with fixed stepsize and nonstationary conjugate
gradient algorithms to the same problem. The noise signal is defined by (2.8), with side signal given
by (2.9) and main signal given by (2.10). As one can see from the figures, the performance of these
algorithms is not affected by the presence of a main signal. Figures 3.3(c)-(d) show the effect of an
even larger SNR of 10. The steepest descent algorithm remains unaffected, while there is some
deterioration in the performance of the conjugate gradient algorithm. It is believed that this is due to
the effect of the large magnitude of s(t) on the numerical integration scheme. and not due to the
conjugate gradient algorithm itself. In this example, apparently conjugate gradient is more sensitive
than steepest descent to errors in the computation of A and by. This is not believed to generally be

the case.

What these examples show is that there arc situations where LMS does not work at all as a noise
cancellation algorithm. We have shown that nonstationary iterative algorithms will work in these
same sjtuations. Since these simulations were run on a PC, the examples had to be set up so that a
solution could be attained with a small number of tap weights (6). The performance of these
nonstationary algorithms should be investigated on larger computers using a greater number of tap
weights. Matrix pre-conditioning techniques may be necessary in this case to deal with possible il

condi..oning effects.
4. Analysis

Not much is available in the literature concerning analysis results for nonstationary iterative processes
of the type we are considering here. This is not surprising, since, without optical processing, such a
process presents a formidable computational task. The next section contains a convergence proof for

the nonstationary stcepest descent algorithm. In Section 4.2, convergence results are combined with
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perturbation results to produce an error analysis for this algorithm.
4.1 Nonstationary Convergence Results
The situation we are considering is as follows. We have a sequence {Ak} of positive definite symmetric
linear operators (for example, covariance matrices) and a sequence {b, } of vectors such that the
equations
Akw = bk‘ k=0.12,.. (4.1)
have a common solution ws. Let the scalar a be such that
[1-a4, llsé<1 (4.2)
for each k = 0,1,2,..., and some £ < 1. The operator 1 is the identity operator. This is not an
unreasonable condition since a similar condition is necessary for convergence of the normal steepest
descent process [10]. We then have that the sequence {wk} generated by the process
-w - - o
W S Wt (bk Akwk)‘ k=012, . (4.3)
converges in norm to we.
To prove this, note in the following that
bk - Akw. = 0
so that we have
i Wiel ~ W =1 wi * 3(bk - Akwk) - wa ||

= {| wy - we + a(bk-Akwk) - a(bk'Ak‘”‘) I

= | Wi - Wa . aAk(wk - wa) )

- 2A)(w - we) ]

IA

1= aAp Il 1] wy - we |
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£ Wy - wse i

k+l
~

IA

I w - we I
Since £ < 1, this last term — 0 as k — oc. This completes the proof.
As a corollary, we note that it suffices to replace condition (4.2) with
H1-aA, l=¢ <1 {4.4)
for each k. We then find that

k
wip-well € ( I & ) f wg - wall
=0

and the term on the right side also — 0 as kK — oo since each factor in the product is < 1. A

sufficient condition for satisiying (4.4) is

a< m (4.5)
where m;_is the smallest eigenvalue of A} .
In Appendix 3, convergence results are given for the case when the sequence of operators {Ak} satisfies
A — A for some fixed operator A. However, the situation considered here, namely that the equations
(4.1) have a common solution, seems to better reflect what would happen in practice. Table 4.1 shows
data taken at three different time steps during one of the simulation runs discussed in the previous

section. The three matrices shown here are obviously very different. What is the same is the solution

w = (0,0,1,0,0,0) to the three linear equations represented by these matrices and vectors.
4.2 Error Analysis
In Appendix 2 a nonstationary perturbation aralysis is given for the stationary steepest descent
algorithm. That is, the fixed problem
Aw=1D)

is solved using the usual steepest descent algorithm, and the effects of different perturbations
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Covariance Matrix 1:

0.100725 -0.003987 -0.018S33 -0.00203&6 =~0.0116S3 C.003&6%97
-0.003957 0.092327 -0.012011 =-0.023480 ~0.000029 ~0.003673
~-0.018533 =0.012011 €.083455 -0.019583 -0.024551 0.00774;
~C.002036 =0.023480 =~0.019583 0.074181 ~0.0248S3 =~0.0195&6
~0.0116S3 =0.000029 =~0.024551 =0.0248S3 0.0604359 ~0.026%01

0.003497 =~0.0034673 0.007741 -0.019566 =0.026%961 0.05862S

b-Vecteor 1:

~-0.018C3 -0.01201 0.0834S ~0.0195S8 ~0.02455 0.00774
Solution 1{: -

-0.0C000 0.00000 1.00000 0.00000 0.00000 0.00000
Covariance Maitrix 2:

0.1333&3 =0.125000 0.116637 =-0.108343 0.100000 <-0.091&37
-0.125000 0.125000 =-0.116637 0.1083&63 =0.100000 0.091637

0.1164637 =~0.1146437 0.116637 -~0.108363 0.100000 =-0.091&37
—-0.108363 0.108363 -0.108363 0.108363 =-0.100000 0.091&37

0.100000 ~0.100000 0.100000 =0.100000 0.100000 <~0.0916&37
-0.091437 0.0914637 ~0.0914637 0.0914637 =0.0914637 0.091&37

b-Vector 2:

0.116464 =0.11664 0.11664 -0.1083&6 0.10000 =~0.09144
- Solution 2:

=0.00000 0.0000C 1.00000 =0.00000 0.00000 -0.90000

Caovariance Matrix 3:

0.1&67037 0.037466 =0.009107 <0.002472 =0.013037 =~0.000387

0.037466 0.157761 0.0366B3 ~0,000259 0.003787 =-0.013928
-0.009107 0.036683 0.150458 0.0346188 0.006093 0.010720
-~0.002472 ~-0.00025% 0.036188 0.141409 0.031116 0.008366
-0.013037 0.003787 C.006093 0.031116 0.13268B48 0.026026
-0.000387 =-0.013928 C.C10720 0.008364 0.026C26 0.125200

b-Vector 3: ’
-0.00911 0.03648 0.15046 0.03619 0.004609 0.01072

Sclution
-0.00000

X

-0.00000

1.00000 0.00000

=0.00000 0.00000

TABLE 4.1 TEBREE DIFFERENT MATRIX PROBLEMS WITH SAME SOLUTION
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introduced at each step of the iteration process are studied. Thus. at the n'" step. instead of having

exactly A and b available, we assume that we are dealing with perturbea versions of these quantities:

A+ 8Ap
b + ébp.

The analysis provides a bound for the difference between the perturbed iterates w, and the normal

unperturbed iterates wy,.

In this section we apply these idcas to the nonstationary steepest descent process. As before, we

consider a sequence of problems
Apw = by, n=0,172,. (4.1)

with common solution ws. Ve now introduce perturbations Ay and éby at each iteration step, so

that we obtain a sequence of perturbed problems of the form

where
l;.n = An + 6An
Bn = bn -+ ébn.

This is a particularly important problem to consider in the context of optical implementation, since we
can expect errors in the formulation of A and b at each iteration step. We now determine the effect of

these errors.

The nonstationary steepest descent algorithm applied to the sequence of problems (4.6) has the form

¥ .1 =%n +a(by-Agwp), n=012.. (4.7

We assume that the stepsize a has been chosen to satisfy the condition (4.2). The nonstationary

process generates a sequence {%p}. From a practical point of view, what we would like to know is: for

large n, how far off is the perturbed iterate Wy from the true solution was of the unperturbed system
g pe n

(4.1)?
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We answer this question in several stages. First, we determine the maximum difference between the
perturbed iterate W, and the corresponding iterate wy from the unperturbed process (4.3). The

analysis here is very similar to that given in Appendix 2, so we only sketch the details.

Define

Subtracting equation (4.3) from (4.7}, we find that dwp satisfies a nonhomogeneous difference equation

of the form

fw = (1- alp)éwp +agn, n=012.. (4.8)

where

gn = &by - 8Apwy.

Equation (4.8) can be solved directly to obtain

(see Appendix 2 for the precise meaning of the noncommutative product of operators on the right).
Thus,

ovp s 3] 11

i "1'3“-\n“}> max ig, 1l )- (4.9)
k=0 §=k+1 (kS" k )

Denote
a = sup Il 6An |l

= sup || 6bq |
n

W

sup || wp |-
n

a and @ are finite by assumption and W is finite since we assume {wp)} is a convergent sequence.

Then
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max llgyh & £+ oW,
K<n

Also,
- adll < T - ad;ll + ac
< €+ ac
so that
n n n k i
Z{H ]}I-aAjll}SZ{£+ao}. (4.10)
k=0 y=k+l k=0

The right side of (4.10) converges to
1- (€ + aa)

as n — oo, provided

§+aa < 1.
Thus, in this case we have from (4.9),

sup || 6wy || < i ( B+ aW ) (4.12)
n -

—_—a
(€ + ao)
If we define m; as the smallest eigenvalue of Aj and let m equal the infimum of the sequence {mj} then

III-aAjH =1 - am; < 1-am.

If we assume m > 0 and take

f=1l-am < 1

the condition (4.11) becomes

a < m
and the bound (4.12) can be written as
sup || ¥n - wn || < - ( 8 +aW ) (4.13)
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This implies that the perturved process (4.7) could become unstabie if the perturbations on A exceed

m.

We can now estimate the difference between W and ws:

[ Son-we € [ Fp - f = wp - owe [

For sufficiently large n. given ¢ > 0 we can write

| % -wel] < ml.uZ/B*OW) + €. {4.14)

This is the desired result providing the distance of the perturbed iterates w; from the true solution was.
Not surprisingly, this distance depends on the size of the errors @ and £, and this distance can blow up

very quickly if a is close to m.

For the case of a single fixed equation, error bounds analogous to (4.14) ate frequently written in terms
of the condition number of a matrix. e can obtain a similar result here, if we agree to define the

"condition number of the sequence {Ap )" to be the quantity

-1
m
3=

where M is the supremum of the sequence {Mp}, where My is the maximum eigenvalue of Ap. We

assume M is finite, as well as the quantity
B =sup || by |-
n

Then from (4.14) we get a bound for the relative error:
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Thus the relative error in %, is proportional to the relative errors in {Ap) and {bg). The constant of
proportionality is dependent on T, the condition number of the sequence {Ap}, as well as the
proximity of o to m. Once again we observe that the process can become unstable if the perturbations

(a) on Ap exceed the smallest (m) of the eigenvalues of all the Ap.
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5. Optical Systems

In this section we consider two approaches for possible optical implementation of the nonstationary
iterative algorithms discussed in the previous sections. The first of these is a hybrid system that would
use optics to do the bulk of the computational effort and an electtonic microprocessor to perform the
actual algorithm iteration step. This approach allows some flexibility in the choice of the algorithm,
although its performance would be limited by the optics to electronics conversion. The second
approuch is an all optical implementation of the nonstationary steepest descent with fixed stepsize
algorithm. This processor would be able to run just the one algorithm. [t would, however, be an
important step toward realizing all-optical implementations of the other algorithms, such as conjugate

gradient, and it would provide real time performance.

5.1 Nybrid System

The first approach we consider is an electro-optic hybrid system. This system will use optics to do the
hard computationa!l task of computing the covariance matrix Ay and the vector by on every iteration.
These computations involve correlations and integrations which can be easily accomplished optically.
The iteration step of aigorithms such as (3.4) and (3.5), however, involve scalar division which cannot
easily be done in the optics domain. An electronic microprocessor will be used to perform this step.
The use of a programmable microprocessor here will also allow the testing and comparison of different
algorithms in a real signal environment. The division of tasks between optics and electronics in this

hybrid processor is shown in Figure 5.1.

An overview of the hybrid system is shown in Figure 5.2. A single side signal n;(t) will pass through a
tapped delay line and drive an array of light emitting diodes (LED’s). The LED'- are a low cost
alternative to a laser system. Also, unlike lasers, the LED’s have linear characteristics over a broad
range in converting the input electrical signal into light, and their incoherent nature frees the system

from speckle (coherent noise) present in lasers.

The LED’s will illuminate an acousto-optic {AQ) spatial light modulator. Figure 5.3 shows the detaiis
of the optics. The AO cell will simultaneously be driven by the same side signal n;(t), so that delayed
versions of that signal will be spread across the cell aperture. This aperture should be wide enough to
produce sufficient delay (about 40 u-sec) in the side signal. This use of AQ cells to produce delaved

signals is similar to the techniques used in the optical signal processors of 1} and [6].

The LEL s produce a vector whose components are delayed versions of the side signal ny(t). The same

vector is represented in the crystal aperture of the AO cell. The result of iluminating this aperture
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with the LED's is the outer product of these vectors. which is a matrix. This matrix is coliected and
time integrated by a 2-dimensional time integrating charge coupied device (CCD) detector array. The
output of the detector array is the covariance matnx Ap. A frame grabber will send the matrix data

o the digital microprocessor.

To construct the vector by at each time step, a single LEL. driver by the main signal plus noise, s(t)
<+ n(t), illuminates an AO cell which is simultaneously being driven by the side signal ny(t). The
resulting modulated light represents a vector whose components are the product of s(t) + n(t) with
delayed versions of nl(t.). This light is collected onto a one dimensional CCD time integrating detector
array. The output of this detector array is by, which is sent to the microprocessor via an analog to

digital (A/D) converter board.

The main signal plus noise, s(t) + n(t), as well as the delayed versions of the side signal ny(t) from the
tapped delay lines, are also sent through the A/D board to the microprocessor. The iteration step and

the actual noise cancellation will be performed in the digital signal domain within the microprocessor.

Such a hybrid system should be viewed as a low cost proof of principle device that could validate this
class of nonstationary iterative processes for signal processing applications. The A/D conversion would

limit its usefulness as a real time processor.

5.2 All-Optica. System

Figure 5.4 shows a simplified system diagram for a possible optical implementation of the
nonstationary steepest descent with fixed stepsize algorithm. Only one side signai is shown, although
multiple side signals could be handled with a multi-channel AO cell.

AOQ cells are used to produce a continuum of delayed versions of the side signals, and to form products
of these delayed signals with other quantities. A lens performs spatial integration. Liquid crystal light
valves (LCLV) perform time integration. The weight vector w is computed in the optic domain, and
the output of the system is an optical representation of the estimated noise signal y(t). This will be
converted by a detector to the electronic domain where it will be recombined with the main signal plus

noise, s(t° - n(t), to produce the final system output, namely
s(t) + n(t) - y(t).
This signal should be close to the main signal s(t).

While the nonstationary steepest descent algorithm is not the most powerful we have considered here,
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it is the simplest to impiement optically. A realization of the optical implementation for this
algorithm would be an important step toward opening up this whole class of nonstationary iterative

algorithms to optical implementation.
6. Concluding Remarks and Recommendations

6.1 The State of the Art

Optical signal processors have already been built whicl can perferm adaptive noise cancellation ([1]
and [6]), and optical processors implementing iterative algorithms such as steepest descent and
conjugate gradient hae also been built, or at least proposed ({11] and {12]). So what is new about the
approach that is being presented here? The optical processors that actualiy take in signal data and
petform adaptive noise cancellation in real time are implementing some version of the LMS algorithm,
and thus suffer from the performance limitations of that algorithm. The optical processors which use
true iterative algorithms such as steepest descent do so on fixed matrix data, in the form of some type
of mask. Thus they are not true real time signal processors, ie., they cannot formulate the matrix
ptoblem in real time and solve it. The approach we are advancing here does propose to formulate the

problem in real time and solve it with the performance advantages of itcrative algorithms.

6.2 Recommendations

Nonstationary iterative algorithms can provide significant advantages over LMS for adaptive noise
cancellation. Optical processing will be necessary to implement these algorithms in a real time
environment because of the computational load. These algorithms are good candidates for optical
implernentation because they take advantage of the power of optics, rather than just mimic what is
already being done electronically. The technology is here now to realize optically the simplest of these
algorithms, namely nonstationary steepest descent with fixed stepsize. The means to do this was
outlined in the previous section. A successful optical implementation of this algorithm would open this
whole class of algorithms to optics. The numerical examples of section 3 show the potential
improvement possible through the use of the conjugate gradient aigorithm. This algorithm could ke
implemented optically if a means can be found to accomplish scalar multiplication and division in the
all-optic domain. The hybrid processor discussed in the previous section provides a means of validating
this entire class of algorithms for signal orocessing applications. If improvements can be made in A/D

conversion, such a processor could find practical use.
Finally, the ultimate goal of optical computing in signal processing applications should be to produce

an optical processor using integrated optics, or perhaps some three dimensional analog of integrated

optics (three dimensional wave guides have already been developed). Acousto-optic cells, lenses, lasers,
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delay lines, and detectors have all been fabricated in integrated optics devices, with the technology for
spatial light modulators lagging somewhat behind. When integrated optics technology matures we can
hope to bring optical computing techniques out of the laboratory and into the field in the form of

rugged, practical devices.
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EXPERIMENTAL EVALUATION OF IMAGING CORRELOGRAPHY
ABSTRACT

An new approach to Imaging Correlography (IC) has been found. An
alternative to a more elaborate experimental system being used at the
Air Force Weapons Laboratory (AFWL) was developed for low cost
experimentation in IC at a university laboratory. The new approach
uses optical film to record speckle patterns and an optical Fourier
Transform to find the autocorrelation of the object to be imaged. The
new method, the "optical approach", produces images that have
resolutions comperable to those made using the AFWL system.

The new approach was used to examine the effects of glints and
aberrations on IC imaging. No improvement in image resolution was
found when glints were part of the object imaged. It was also found

that IC imaging was unable to compensate for an aberrator mounted in

the speckle recording plane.




I. INTRODUCTION

We present here results using a new type of imaging technique
known as Imaging Correlography (IC). IC is a form of lenless imaging
that permits image synthesis from the backscattered speckle produced
by a coherently illuminated object. IC is being pursued as an
alternative to large telescopes in certain imaging situations where
the object to be imaged is actively illuminated by a coherent source.
While on a summer research program in 1987, the authors were part were
part of a research team at the Air Force Weapons Laboratory (AFWL) in
Albuquergque NM that produced the first experimental verification of
IC. The equipment we used at AFWL to recover an image was expensive by
standards applied at the university laboratory we returned to at the
end of the summer. In order to continue our experimental research at
the university we developed a low cost approach to IC. The AFWL system
was designed not only to prove IC but to demonstrate its
implementation using fast digital image recording and processing
techniques. At the AFWL laboratory we used a CCD array camera with a
digital frame grabbing system. For experiments in the UMCT laboratory
we were interested only in studying the effects of ohject glints and
phase aberrations on IC; we were not interested in processing speed.
Instead we used photographic film along with optical processing to
replace the digital system and worked with a low power He-Ne laser. In
what follows, we give a brief introduction to IC is given and a
description of the simplified experimental approach used at UMCT. We
shall refer to this method as the "optical approach". IC results

obtained using this technique are shown and a comparison with similar
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results from the AFWL setup is given. Finally, results are shown from
experiments where the optical approach was used to study the effect of

object glints and aberrations on IC imaging.
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II. IMAGING CORRELOGRAPHY'
IC is a lensless imaging technique that is similar to holography.
Like holography it records an interference pattern from a coherently
illuminated object. This pattern is the speckle pattern one normally

observes when coherent light is reflected from a diffuse object?. The

speckle represents the coherent interference of many point scatterers
on the surface of the object. Unlike conventional holography where a
reference wave is used to form the hologram®’, the object to be imaged
is in a sense it's own reference. Because the object and hence the
reference wave are both unknown, special processing techniques are
used to recover the image.

Image synthesis using IC makes use of an interesting relationship
first described by Goldfisher‘. He showed that the autocorrelation
function of the illuminated object's brightness distribution can be
obtained from the average power spectrum of a laser speckle pattern.
(The term "brightness distribution" means the object's irradiance
distribution had the object been illuminated with an incoherent light
source.) Since the inverse Fourier transform of the autocorrelation of
the object's brightness function is equal to the squared-modulus of
the Fourier transform of the brightness function’, an image of the
object can be obtained if the phase associated with this Fourier
transform can be determined. To obtain this phase we use the Fourier
modulus estimated from the speckle data together with a iterative
transform algorithm of the type previously demonstrated by Fienup® ’.
once the phase associated with the Fourier modulus is determined, the
image is recovered by inverse transforming the synthesized Fourier

plane data. Because the image is recovered from an estimate of the
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power spectrum of the object's brightness distribution, we find that
the recovered image is unspeckled, even though the data for IC was
obtained from measurements of speckle intensity.

In the ideal model for IC, it is assumed that the object is
optically rough, so that its microscale surface height is random and
comparable in size with the wavelength of light. In this case, the
reflected laser light is randomly (and coherently) dephased, and the
speckle in the recording plane is fully developed. In practical
situations this assumption is often violated due to polarization
changes that primarily appear to effect the speckle contrast. In the

discussions that follow we shall assume ideal case.

Estimating the Autocorrelation

To obtain a perfect autocorrelation, all the speckle in an
infinite plane produced by an object must be recorded and transformed.
In practical circumstances only a finite portion of the speckle can be
recorded and an estimate for the autocorrelation be obtained. The
larger the speckle pattern processed, the better estimate for the
autocorrelation will be. In many typical situations the space
bandwidth product is low and the information from a single speckle
record is insufficient to provide the resolution desired in the
recovered image. For example, at AFWL a CCC array television camera
was used to collect speckle data and we found that a single frame was
inadequate. An alternative, in these cases, is to collect many
independent frames of speckle data. Each frame of data (i.e.
realization) can produce a rough estimate of the autocorrelation. To

reduce the roughness of this estimate, the average of the estimates is
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found. This average, in the limit for a large number of frames,
approaches the exact autocorrelation. In recording each frame of data,
the camera must view separate independent nonoverlapping areas in the
speckle plane. The amount of space required between different regions
of the recording plane is related primarily to the surface features of
the object. The roughness means any view change in the object presents
a different set of point sources. It also ultimately determines
resolution which is also related to the scale of the roughness.
Formally, the nth realization of the observed speckle intensity

I, (u) may be expressed as the squared modulus of the Fourier transform
of the complex object field:

In(u) = |Fp(u)|* = [s(fn(x))]?, (1)
where 3{ ) denotes a Fourier transform operator.The field reflected by
the object is f,(x) = [f5(x)|exp(jdn(x)], |fo(x)| is the object's
field amplitude reflectivity (Assuming uniform object illumination.),
and d,(x) is the phase of the nth realization of the reflected object
field associated with the object's surface height profile. 1In the
above expression, X represents a two-dimensional spatial (or angular)
coordinate vector in object space; u represents a two-dimensional
coordinate in the measurement plane. An estimate of the
autocovariance of the measured speckle pattern may be computed as
follows from N realizations of the laser speckle intensity:

N
ci(au,N) = s{ N71 2[sP(u) [ In(u) - I 1)]2) (2)
n=1
Where I is the average intensity of the observed speckle pattern, au
is a vector separation in the measurement plane, and P(u) is a binary

function denoting the region R of the measurement plane over which the
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speckle pattern is observed and is defined as follows:
P(u) =1, for u € R
' = 0, elsewhere. ()
In the limit as N, the number of independent observed speckle
patterns, approaches infinity, one can use the moment factoring
theorem for circular-complex Gaussian fields to show that
N
T (au)|? = lim N™1 [ In (u+ au) - I ] [ In(u) - I] (4)
n- n=1
where I' (au) = 3 { |f°(x)|z) is the Fourier transform of the object
brightness distribution (i.e., I'(Aau) is the mutual coherence function
of the speckle field in the measurement aperture, evaluated at field
points separated by a vector (Au).) The ability to invoke the
circular-complex Gaussian moment theorem above follows from the fact
that the observed speckle field is circular-complex Gaussian, since
the speckle pattern is fully developed. In the limit N -, the
estimated autocovariance of the speckle intensity observed over the
measurement aperture P(u) is given by

C;(Au) = lim C;(Au,N)
N-co (5)

v+ = OTF(au) | I (au) |?
where OTF is the optical transfer function, and can be related to P;
i.e. OTF(au) = P(u) P(u), where denotes an autocorrelation. "This
result demonstrates that C;(au) provides an estimate for |I(au)|?, the
power spectrum of the object brightness function. The square root of
|r(a2)|? is an estimate of the Fourier modulus of the object's

brightness distribution.
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Retrieving the Phase®
Once the modulus of the Fourier transform of the object's
brightness function is obtained, the phase must also be found to
reconstruct the object. Described here are phase retrieval methods
that work for general objects with additive noise. If we consider an

arbitrary object field f(x) then its Fourier transform is given by :

F(s) = |F(s)|exp|j¥(s)| = 3{£f(x))
© (6)
= [[ f(x)exp(j2mu-s)dx,
where the vector pos;:ion X represents a two-dimensional spatial
coordinate and s the two dimensional spatial frequency. For typical
objects, f(x) is a real, nonnegative function. The problem is to find
an object that is consistent with the nonnegativity constraint as well
as the constraints imposed by the estimate of the Fourier modulus.
These constraints can be used to find the phase using a retrieval
technique. Among the most popular techniques for phase retrieval are
iterative approaches. We will briefly describe the algorithms we used
in IC image recovery.
The Error Reduction Approach

Among the simplest algorithms for phase retrieval is the error-
reduction approach. At the kth iteration, g,(x), an estimate of the
object, is Fourier transformed; the Modulus of this transform is set
equal to the estimated modulus and the result is inverse-Fourier
transformed, giving the image g} (x). Then the iteration is completed

by forming a new estimate of the object that conforms to the object-

domain constraints as follows:

Grer (X)) = gy (x), gg(x) 2 0
e = 0, gl: (x) < 0 (7)
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One additional constraint that may be enforced is a limitation on
the object size based on the size of the autocorrelation. This is done
by restricting the object to zero outside a closed boundary. This
additional constraint often increases significantly the convergence
rate and in some case the uniqueness needed for a solution. We will
describe such a constraint, the triple intersect method, later. The
iteration process can be started by using a complex sequence of random
numbers for g,(x).

The Input-Output Approach

In an attempt to speed up the convergence, the more powerful
input-output approach was developed by Fienup. This method differs
from the error reduction approach only in the object~-domain operation
where a feedback is used. Instead of modifying the last output, we can
modify the previous input to form the new input using feedback in
those regions where the output is nonnegative. The feedback strength
is determined by the feedback factor B given in Eqg. (7). Note the
feedback is directly proportional to the strength of the negative

value.

i1 (X) gx (%), gp(x) 20

r1s

ge(x) - B gx(x), gx(x) <O (8)
The Combined Approach
It has been found based on a considerable amount of experience
that alternating between the error reduction methoed and the input-
output method every few iterations has proven to work better simply
using one method for all the iterations. This might seem to suggest
that the methods are compensatory. While feedback speeds convergence

it may also introduce some instability, the trick is the right
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approach at the right time. We will give the precise details of the

procedure we used in the combined approach later.
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III. THE OPTICAL APPROACH TO IC

To produce a good estimate for the autocorrelation, the number of
speckle realizations may be large or a single recording of a large
area of speckle can used. The choice is dictated by the recording
device. A camera like the one used in the AFWL experiments has a SBWP
on the order of 5 x 10" By comparison a typical frame of 35 mm. film
used in black and white photography has a SBWP of about 10°. This
means that a low cost photocgraphic film has a SBWP that permits
recording a significant amount of speckle information. In our approach
to IC we decided to use film instead of a television camera. There are
three good reasons for this. Using film it was possible to:

(1) collect all the speckle information needed in a single

recording; this avoided the problems of rotating the target

to obtain many independent speckle patterns as was done in

previous AFWL experiments.

(2) have long recording times and use a lower power laser;

in the AFWL experiments the television frame rates required

much higher illumination levels be provided by an expensive

Argon laser.

(3) find our autocorrelation directly using optical

processing to find the Fourier transform of the speckle

intensity; this avoided storing large numbers of speckie

frames and avoided a large amount of digital processing.
The last item is significant since storing a single frame of speckle
data from the television camera involved over 250 kbytes of storage

and an array processor to carry out the Fourier transforms (One for
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each frame of data.). We used an optical Fourier transform, this meant
the autocorrelation was obtained after the film record was optically
transformed in a single step. We also found we were able to use a
negative instead of a positive transparency without any problems. The
use of a negative effects primarily the mean or DC value in the
Fourier transform. The effect is observed as a spike in the center of
the autocorrelation and is removed when the autocorrelation is
processed. (This spike also occurs in the all digital approach used at
AFWL.) Once the autocorrelation was optically obtained, it was frame
grabbed and stored on a computer to be used in a phase retrieval
algorithm to recover the image. The frame grabbing operation is
performed only once in this case using a conventional television

camera.
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IV. EXPERIMENTAL ARRANGEMENTS

The experimental arrangements used to find the autocorrelation
with the optical approach were simple. Only a conventional 35 mm.
camera and a He-Ne laser with a spatial filter are needed. This
simplicity is possible because we were not constrained to working with
a system designed for low light levels and rapid framing rates. The
situation in the our laboratory allowed long speckle recording times,
since case we were only interested in evaluating certain glint and
aberration effects independently of photon limited detection. In
addition to the optical approach we also discuss arrangements needed

to compare the optical and digital approaches.

Optical Estimation of the Autocorrelation

Figure 1 shows the method used to record the speckle, photograph
the autocorrelation function of the object and record the image of the
autocorrelation. The object to be imaged was illuminated with a He=Ne
laser; the speckle field from the object was then recorded on a 35mm.
camera without a lens (See Fig. 1(a)). Kodak TMAX-100 film was used
record the speckle. Care was taken not to exceed it's resolution. The
size of the target, and the distance to the camera had to be chosen to
properly scale the highest fringe frequency in the speckle pattern. If
a target has a largest dimension 1 and is located a distance z from
film plane, then the highest spatial frequency associated with the
field can be determined by the interference pattern between the
objects most widely separated points, i.e.the distance 1. This implies
a highest fringe frequency of 1/z in the field. Since the film records

the intensity of the scattered speckle and is proportional to
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magnitude of the field squared the fringe frequency recorded on film
is doubled. Therefore, the film resolution must be 21 / iz, or
greater. We determined the film limitations experimentally by
observing the brigh+tness of the autocorrelation. This autocorrelation
was observed using the optical Fourier transform arrangement shown in
Fig. 1(b). A He-Ne laser, with a spatial filter, was used to produce a
point source. This point source was then viewed while looking through
the speckle negative with a 300 mm.telephoto zoom lens. A virtual
Fourier transform was then observed in the plane of the point
source!'. This transform, the autocorrelation of the object, was then
photographed.

In using this arrangement we found it necessary to use a range of
test exposures to properly adjust the film gamma. We also found the
choice of film significant. We had first tried Kodak Plus X pan film
and found it lacked the contrast and hence the linerity with respect
to the intensity that was needed. When negatives were made with Plus X
we were able to observe higher order harmonics in the autocorrelation.
We found that switching to Kodak TMAX-100 reduced the nonlinearities
to an insignificant level' We found exposure times on the order of 2
minutes were needed for the 3 milliwatt laser used in illuminating the
test object.

The test object was made from a beaded reflector material made by
sold under the tradename of Scotchlite. Scotchlite was used by us in
previous AFWL experiments in IC to solve two problems: low target
reflectivity and depolarization of the laser light. It has a surface
coated with a large number (more than 10° / in?) of retro-reflecting

microspheres with an effective diameter averaging about 50 microns.
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(This was estimated from the Airy-like farfield pattern it produces.)
The reflectivity was about of 12% with most of the object light
reflected within a 10 degree cone. The retro-reflecting beads do not
significantly effect the polarization of the target return. We were
not interested in adding the polarization issue to our experiments, we
preferred as ideal an object as possible.

In making objects, the backing on the Scotchlite was used to
mount it on a glass background. The specular reflection off the glass
could be directed away from the camera; this meant the object scene
had an extremely low noise background. A negative lens was used to
expand the beam from the laser just enough to fully illuminate the
Scotchlite object. For all our results the object shown in Fig. 2 was

used. Its greatest dimension is approximately 1.5 cm. in the vertical

Fig. 2. Object to be imaged using IC
direction. The speckle was usually recorded at a distance about 1.5
meters from the target. This represented the closest distance we could
get to the target and suggests the highest useful spatial fregquency
recorded was about 33 lines/mm. The TMAX film was developed in Kodak
HC110 developer using the standard developing procedures recommended

by Kodak. The exposure was adjusted experimentally by visual
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inspection of the autocorrelation. A positive of the autocorrelation
was made on Kodak variable contrast paper and imaged with a video
camera, digitized and stored in the computer for image retrieval as
shown in Fig. 1(c). The autocorrelation is shown in Fig. 3. The step
of making a positive as opposed to directly putting the
autocorrelation into the video camera was recommended to us based on
previous experiences in digitizing imagery at the University of Texas

at El Paso'?. This procedure was found to give the best net gamma.

Fig.3 The autocorrelation.

Comparison of Optical and Digital Approaches

In order to make comparisons with conventional digital IC,
speckle from the target was recorded using a General Electric CID 512
video camera that was available at the AFWL. The camera contained a
square CCD array that was 7.68 mm on each side and was made up of 512
by 512 pixels. A single frame of TMAX film had a SBWP that was about
times 12 times that of the CCD array, therefore we collected 12
speckle patterns with the television camera to estimate the
autocorrelation using the digital approach. The IC image made from
these speckle frames was used for comparison with the IC image made

using the optical approach. In order to collect 12 speckle patterns
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the object was slightly rotated horizontally to move the speckle field
or the camera (which was sitting on an optical jack stand) was raised
or lowered to move vertically through the speckle field. The object at
AFWL was illuminated with an Argon laser operating on its .488 micron
line at about 3 watts. We recorded 12 independent speckle patterns
using 4 different angular positions of the target and 3 different
heights on the camera jack stand. Each 512 by 512 speckle speckle
pattern was windowed with a 256 by 256 window (The speckle patterns
were windowed, to eliminate cross correlation in side by side speckle
patterns). The mean was then subtracted off and digitally Fourier
transformed to produce a coherent (rough) autocorrelation. All of the
12 autocorrelations were averaged together to obtain an estimate of

the autocorrelation of the object.

Collection of Camera Speckle from the Photographic Negative

We also decided to try another type of image comparison. The
speckle data from the négative used in the optical approach was imaged
directly into the CCD array and digitally recorded. We were curious to
discover if the image recovered using the negative speckle would be as
good as that recovered using other approaches. If it was, it would
indicate a wide range of tolerance for nonlinearity. The negative
speckle data did not have the proper gamma for digital intensity
processing; it was collected for field processing using a lens. In the
case of the digital approach we wanted a gamma near 1, while in the
optical approach we desired a gamma near 2. We expected a good deal of
nonlinearity if we processed it directly as intensity data. Besides

examining the effects of non linearities, using the same speckle data
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in the camera and the optical processing technique could be helpful in
examining camera artifacts. We will bring up this issue when we
examine our experimental results later. We also wanted to keep a
digital record of the negative data for future experiments; these
experiments might include examining the effects of changing the gamma
using computer simulations.

A slide of the speckle negative was placed into a X-Y
translation mount and the imaging arrangement was scaled so that 12
separate areas of the 35mm. negative could each be individually imaged
onto the CCD array. The total of all 12 of the areas imaged included
the entire slide image. Each frame of negative speckle was grabbed by
a computer and stored. After all 12 patterns were stored, the same
processing procedures were applied to the negative speckle that had
previously been applied to the positive speckle data that was
collected directly by the camera. Each frame was windowed, its mean
subtracted, then a fast Fourier transform was applied. The results

were averaged to obtain an estimate of the autocorrelation.
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V. DIGITAL PROCESSING PROCEDURES

In this chapter we describe the details for the digital
processing procedures that were used. The actual algorithms used at
AFWL are constantly updated by researchers at both AFWL and at the
Environmental Research Institute of Michigan (ERIM). The procedures
described start with a coarse 32 x 32 array in the first stages of the
iteration algorithm and then the array resolution is increased. This
approach increases the convergence speed by reducing the time involved
in the Fast Fourier transform processing. The algorithms also
incorporate a significant amount of practical experience handling
noise. This includes subtraction techniques to eliminate camera
background noise as well as Weiner filtering. These algorithms
represent the state of the art reached within the last couple of

years.

Digital Processing of the Autocorrelation

Step 1

Low value video camera noise was removed by subtracting off 1% of
the peak value from the whole array and then setting negative values
to zero.
Step 2

The object is real and nonnegative, therefore, the power spectrum
and autocorrelation should be real and nonnegative. This
nonnegativity constraint was applied 5 times each to the power
spectrum and autocorrelation after each transformation. This
application of this constraint will be discussed more later with

respect to our experimental results. The modified autocorrelation was
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than fast Fourier transformed one more time to obtain an estimate of
the power spectrum, of the object. The square root of this spectrum
was used as an estimate of the Fourier modulus.
Step 3
The power spectrum was multiplied by a Wiener filter:
T(u)?

W(u) = — (11)
'(u)® + En

Where I'(u) is the power spectrum, and En is the power spectrum of the
noise and approximated by a constant. The noise constant was chosen
to be 20% of the peak value of the power spectrum. The noise value was
determined by visual inspection of the Fourier modulus.
Step 4

The triple intersect method shown in Fig. 4 was applied to the
autocorrelation to obtain a starting guess for the object boundary in
the phase retrieval process. The points inside the boundary were
initially given random values. In applying the triple intersect
method the autocorrelation is first thresholded based on visual
inspection of the autocorrelation (Fig. 4(A)). Then a cut is
positioned visually to intersect two border points (Fig. 8(B)), two
more cuts are then made going through the border points to the
centroid of the thresholded autocorrelation (see Fig. 4(C)),. The
triangular area contained within the three intersecting lines is saved
and border information from the discarded area is then added to the
edges of the triangle produced by the center cuts (Fig. 4(D)). Pixels
may also be added around this new shape (i.e. the object is coated) to

obtain a desired size. The size is usually chosen to be roughly half
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(A) (B)

3 te

© (D)
Fig. 4. Triple intersect method. (A) Thresholded autocorrelation,

(B) intersection of the two border points, (C) the three intersecting

lines, (D) resulting initial guess.
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the size of the autocorrelation. This can be done by eye or it can be
done be adjusting the radial averages.
Iteration Procedures

Starting with only the center 32 by 32 of the Fourier modulus,
multiplied by a triangular window, those zero's come to the edges.
Then the following iterations were applied:

10 cycles of 1 input-output (8=0.7) and 1 error reduction.

1 cycle of 20 input-output (8=0.7) and 4 error reduction, with
the triangular window opened 1 pixel after each iteration. Then the
array size was then increased to 64 by 64 and the iterations were
continued as follows:

2 cycles of 100 input-output (8=0.7) and 5 error reduction.

1 cycle of 20 input-output (B=0.5) and 4 error reduction,

with the triangular window again opened 1 pixel after each iteration.
Then the iteration procedure was changed to:

2 cycles of 100 input-output (f=0.5) and 5 error reduction.

The array size was finally increased to 128 by 128 and 1 error
reduction iteration was done, to double the size of the object.
(Continued iterations with 128 by 128 arrays not needed because of low

signal to noise beyond 64 by 64)
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VI. RESULTS AND ANALYSIS

Speckle data was recorded and processed to obtain IC images using
the three different methods described previously. The methods are
compared here with each other and with "truth" data. The truth data
was made by using a digitally simulated object that was similar to the
real object used in the experimental data. The computer object was
made by first imaging the object used with the CCC array camera and
taking care to properly scale it to approximately the size of the
expected speckle image. (The scaling was done by comparison with
images recovered from the experimental speckle data.) Using Fast
Fourier Transform processing on the computer the digitized image was
used to get a "truth autocorrelation" for the object (Fig. 5(A)) and a
"truth Fourier modulus" (Fig. 5(B)). The truth Fourier modulus was
used in the same phase retrieval procedure used with the laboratory

data. The truth data image is shown in Fig. 5(D).

Comparison of Results Using the Different Correlography Methods
Figure 5 contains all the key data used to evaluate the different

IC methods. The images shown are black/white reversed. By this we mean
the darkest areas in the image correspond to the highest intensity
levels. This is especially convenient for plotting on a laser plotter
using a halftone scheme to show shades of gray. The first column of
figures contains the truth data as previously discussed. However Fig.
5(c) is the starting guess used with all the images. The second, third
and fourth columns contain the results for the negative speckle,
conventional correlography and the optical approach respectively. In

these three columns the top row shows the autocorrelation, the second
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autocorrelation.

to start phase retrieval.

(B) Truth Fourier modulus.

Results using the different correlography methods.

(A) Truth

(C) Mask used for guess,

(D) Reconstruction, with the truth Fourier

modulus. (E) Noncoherent autocorrelation using negative speckle

method. (F) Fourier modulus, before Wiener filtering, negative speckle

method. (G) Fourier modulus, after Wiener filtering, negative speckle

method.

autocorrelation, conventional correlography.

(H) Reconstruction, negative speckle method.

(J) Fourier modulus,

before Wiener filtering, conventional correlography.

modulus, after Wiener filtering, conventional correlography. (L)
Reconstruction, conventional correlography.
autocorrelation, optical method.
filtering, optical method.

filtering, optical method.

(N) Fourier modulus, before Wiener
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(P) Reconstruction , optical method.
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row shows the Fourier modulus, the third row shows the modulus after
Wiener filtering and the fourth row shows the recovered images. Note
the distinct difference in the autocorrelation obtained using the
optical method. It appears to lack strong secondary peaks on either
side of the main lobe. This shows up in a weak fringe structure in its
Fourier transform modulus. This suggests a large amount of low pass
filtering is probably associated with the film MTF. However its
recovered image is quite competitive with the image obtained by the
conventional approach. The implication of this is that the significant
image information is contained in the low frequencies. Despite the
presence of high frequency lobes in the conventional image the edges
are not any sharper. It is interesting that the negative speckle
information also shows a similar Fourier modulus. None of the Fourier
modulii compare particularly well with the truth set. Note also the
faint secondary orders in both the negative and conventional
autocorrelations. This also shows up faintly as twin image effects in
the final images. This suggests nonlinearities in the data. As
previously mentioned this was to be expected with the negative data
but since it also shows up in the conventional data might suggest
nonlinearities in the camera. If there are nonlinearities in the film
it could have been suppressed by the lowpass filtering. The final
image for the negative is as expected; it is poor. Although it might
be possible to adjust the effective gamma of negative data by
rescaling it on the computer to improve the image, we have not yet
tried this interesting exercise. The images for the conventional and
the optical approach are comparable and show similar resolutions. Both

of these images also show resolutions that appear to be within a
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factor of three of the resolution that can be expected using a
conventional imaging system with the same aperture, resolution and

image size.
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VII. EXPERIMENTS AND RESULTS WITH GLINTS AND ABERRATORS

We present here the results of experiments in IC using targets
with glints present and targets that were imaged through an aberrating
media.

The effects of glints on targets is of interest since a glint
adds a reference source that in effect produces a Fourier transform
hologram of the object. This implies and that Fourier transforming the
speckle pattern can reproduce the object. However, this is only true
if the glint is widely separated from the target. If the glint is
embedded in the target the Fouier transform images are overlapped with
the autocorrelation. Even with the overlap, the presence of strong
image structure intuitively suggests the possibility of faster
convergence and improved resolution. In the glint experiments
discussed here, we will examine these issues.

It is well known that a thin phase aberrator next to the plane of
a hologram does not effect the image reconstructed from the hologranm.
This is because the object wave and the reference wave pass through
the same phase aberration and the same phase shift is added to both
the object wave and the reference wave. Since hologram fringe
structure is dependent only on the phase differential between the
object and the reference waves at every point, it is unchanged when
the same phase shift is added to both of them. This begs the question
in the case of IC concerning its potential in eliminating phase
aberrations near the recording plane. One may wish to argue that the
situation in IC is identical to the situation in holography where the
object is in effect its own reference. Furthermore, on even simpler

argument can made. If a thin phase aberrator is present during the
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recording process it cannot possibly change the field magnitude but
only the phase at a given point and hence any intensity recording must
be unaffected. It would appear to some that this experiment is not
really of interest, since the outcome should be obvious. As we shall

see, reality is often surprising.

Glint Experiments

Using the optical approach and the same target that was used
previously we tried three experiments with glints added to the targets
as shown in Figs. 6,7 and 8. In Fig. 6 a single glint was added near
the target while in Fig. 7 the single glint is moved further away to
obtain better separation of the holographic image in the
autocorrelation. In Fig. 8, two glints are added. The glints consisted
of upholstery tacks with spherical chrome heads. The head radii were
small with focal lengths on the order of an inch. In working with the
glints we found it necessary to vary the distances slightly between
the camera recording the speckle and the object to balance as much as
possible the strong returns from the glint and the Scotchlite
material. These adjustments are reflected in scale differences in the
final images shown in the results.

Glint Results

The IC imaging results using glints are shown in Fig. 9. The
first column shows the truth data with no glints for comparison. The
second column shows results for one near glint, the third column the
results for one far glint and thé last column the results for two
glints. All results are based on 12 frame processing usinc the same
starting guess previously used (i.e. the triple intersect object.).

A
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Fig. 6. Object with one glint near.

Fig. 7. Object with one far glint.

Figure 8. Object with two glints.
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Fig. 9 Results with glints, (A) Noncoherent autocorrelation, no
glints, (B) Fourier modulus, before Wiener filtering, no glints, (C)
Fourier modulus, after Wiener filtering, no glints, (D)
Reconstruction, no glints, (E) Noncoherent autocorrelation, one glint
near, (F) Fourier modulus, before Wiener filtering, one glint near,
(G) Fourier modulus, after Wiener filtering, one glint near, (H)
Reconstruction, one glint near, (I) Non?oherent autocorrelation, one
far glint, (J) Fourier modulus, before ﬁiener filtering, one far
glint, (K) Fourier modulus, after Wiener filtering, one far glint; (L)
Reconstruction, one far glint, (M) Noncoherent autocorrelation, two
glints, (N) Fourier modulus, before Wiener filtering, two glints, (0)

Fourier modulus, after Wiener filtering, two glints, (P)

Reconstruction, two glints
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The first row shows the autocorrelations, the second row and third
rows the filtered and unfiltered Fourier modulii and the fourth row
the recovered images.

The recovered images do not really show any striking improvement
in resolution. In fact although the near glint results shows the glint
clearly in its reconstruction, the far glint is not visible in its
image and one glint appears missing in the two glint case. The
Scotchlite parts of the object are apparent but the resolution does
not appear to be enhanced as was hoped for. There is no clear case for
an image improvement in these data. Furthermore the erratic recovery
of glints in the images suggests the possibility that the specular
nature of the glints may be significant.

Another striking difference in the results is the effect of the
two glints on the autocorrelation and the Fourier modulus. This result
may be a dynamic range problem in which the strong glint returns
produce dominant low frequency terms that suppress the side lobes in
the autocorrelation. If this is the case, it would suggest that glints
can create additional problems in recovering the image. Although it is
difficult to argue that there are significant differences in the
recovered images. Most observers to which the authors have shown the

data feel the two glint image looks worse or even slightly distorted.
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. Epoxy Aberrator Experiment

In order to investigate the effects of an aberration on IC image,
a thin aberrator was constructed that could be mounted in the film
plane of the speckle recording camera. The aberrator was made by
coating a thin piece of clear acetate about .005 inches thick with a
transparent layer of epoxy. The coating had an average thickness about
.005 inches but was smeared, using a finger, to produce a phase
aberrations that were quite severe, at least several thousand waves.
When the aberrator was held against a planar object such as text on a
sheet of paper its presence was not discernable unless the aberrator
was moved approximately 1/8 inch from the paper plane. A photograph of
the test object made through the aberrator (See Fig. 10) shows the
severity of the aberration. The effect of the aberrator on speckle
intensity was expected to be negligible provided it was in the film
plane. The aberrator was mounted directly in the camera film plane and

was in intimate contact with the 35 mm. film. We then recorded speckle

data through the aberrator.

Figure 10. Object photographed through the aberrator

Aberrator Results
We found our first surprise when we looked at the Fourier

transform of the aberrator autocorrelation data. We found it severely
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Fig. 11 Results with the positive-rea;ﬁreal constraint, and
aberrator. (A) Reconstruction with truth data, (B) Mask for guess used
to start phase retrieval (C) Reconstruction, no epoxy abberator,
before positive-real constraint, (D) Reconstruction, no epoxy
abberator, after positive-real constraint, (E) Reconstruction, epoxy
abberator, before positive-real constraint, (F) Reconstruction, epoxy

abberator, after positive-real constraint.
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violated the nonnegativity constraints we discussed previously.
Because of this we examined the effects of recovering the image with
and without this constraint. The key results are shown in Fig. 11. The
reconstructed truth data is shown in Fig. 11(A): the starting mask is
shown in Fig. 11(B). Figures 11 (D) and (E) show the insignificant
effect of the constraint on an object with no aberrator. Figures

(E) and (F) show the effect on the image recovered with the epoxy
aberrator data. The images recovered are extremely poor and it is not
possible to discern the two parts of the object image or see any
significance in what is recovered. We can conclude that the effect of
the aberrator was quite significant and that the speckle intensity
data was drastically altered. We can also conclude that enforcing the
nonnegativity constraint was not effective in overcoming the effects
of the aberrator. This suggests that we will have to examine the
entire concept of the "thin" aberrator and come up with a model for
what this means. It is obvious either the thickness of the aberrator
was significant or there are significant amplitude transmission
variations in the aberrator that were not visible in the cursory

observations we made under room light.
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VIII. CONCLUSIONS AND RECOMMENDATIONS
From the experimental results shown here we can reach the
following conclusions:

(1) It is possible to conduct certain types of IC experiments

with a fairly simple and economical setup using photographic

film to carry out speckle recording and a lens to recover the
autocorrelation of the object.

(2) We could not find evidence that glints improved resolution

using conventional IC processing techniques; however, we did

find results that suggest that glints might create dynamic

range problems.

(3) We did not find the expected aberration correcting capability

of IC using a thin epoxy aberrator.

We feel that the IC approach we have developed will make it easy for a
laréer number of researchers with a modest budget to participate in IC
and we encourage its use for investigating certain issues.

We believe there is still a good possibility that glints can be
helpful in improving image resolution and signal-to-noise. But this is
not true using the present IC approach . We suggest instead, trying
approaches that use the Fourier transform hologram information in the
starting guess. Perhaps high pass filtering of the Fourier modulus can
be used to emphasize this image information.

We were surprised by the aberrator results and feel it is
necessary to put an effort into studying the abberator and its effect
on the speckle directly. Although, there was neither time nor money
available within the present contract to pursue this important area
the aberration correction potential of IC alone is an important issue

in many practical Air Force problems.
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R. I. P. FINAL REPORT

INTERACTION OF LASERS WITH SUPERCONDUCTORS

ABSTRACT

The high Tc superconductor YBa,Cu30-, with a transition temperature at

about 95K, has been studied for target hardening purposes. In studies
conducted at Texas Tech University during the course of this minigrant
(January-December, 1988), it was found that the reflectance of the
material is not appreciably temperature dependent in the range from 77K
to 300K, for wavelengths between 1um and 20 um. Thus it is concluded
that the bandgap must lie beyond 20um, probably in the far infrared or
microwave region of the electromagnetic spectrum. Therefore the
superconducter is not expected to be useful for hardening against laser
radiation.
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|. INTRODUCTION

For this minigrant, it was proposed to study the optical, thermal,
and electrical properties of high T¢ superconducting samples at several
intensities and wavelengths as the sample temperature was varied through
the transition temperature from normal to superconducting, Tc. Reasons
for the study are indicated in the attached proposal; which aiso, for
background purposes, refers to the author's summer facuity fellowship
final report [1]. Thus a program was initiated at Texas Tech University
whereby: (i) temperature of the samples could be controlled, and (ii)
reflectance could be measured under temperature controlled conditions.
The measurements were planned around both (a) a strong fixed wavelength
source of 1.06um using a Nd:YAG laser and (b) a weak variable wavelength
source. The variable source was a blackbody in which wavelength was
selected using a scanning monochromator. Measurements were not
performed with the YAG laser, primarily because of a difficulty beyond our
control--our laboratory had to be moved from the science building to
chemistry for purpose of asbestos abatement.

It was expected that the integration of components (cryogenic,
vacuum, and optics) would be a difficult challenge. Most of the
subsystems were to be "homemade" since the physics department lacked
commercial subsystems to do the job. This was not considered a futile
exercise because the minigrant was understood to be, among other things,
a vehicle for student learning. We initially believed that temperature
control would be necessary, although later results showed that less time
should have been invested in this area. Likewise, a large amount of time
was invested in building a blackbody/monochromator source. All of these
activities would have taken a dramatically different course if a
commercial spectrometer had been available for use in January rather than
in December. A Perkin-EImer Fourier Transform Infrared (FTIR)
spectrometer was acquired late in the year by a colleague through a Texas
Advanced Technclogy grant award. Through Dr. Gangopadhyay's permitting
us free access to this valuable instrument (model 1600 series), we were
able to recover from what would otherwise have been an unsatisfactory
performance. We can testify from first hand experience that such an
instrument is far superior to the blackbody/monochromator. One should
strictly avoid the latter unless he has only free time and not the capital
required to purchase an FTIR at the minimum price tag of about $15K.

Il. TEMPERATURE CONTOLLER
Although a good controller and cryostat were later available on loan
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from Dr. Lichti (some of his Welch grant equipment, Lakeshore Cryotronics
Inc., DR80C controller and Janis model DT cryostat), we initially were
forced into building our own. This we did by using duty cycle control via

an inexpensive microcomputer, according to Ref. [3]. Miss Mythili Sankaran
constructed this controller using the Radio Shack Color Computer Il with a
platinum resistance thermometer. Toward the end of her work the
commercial unit became available, and so the homemade unit was not used
for the data here reported. Information concerning her system is included

in Appendix |. A paper on the subject was given at the Nov. meeting of the
Texas Section of APS/AAPT [4].

lIl. BLACKBODY/MONOCHROMATOR

Data in the region from 1um to 3um were collected using a
blackbody consisting of an electrically heated carbon rod in a water cooled
brass cavity. This unit is essentially the Rao source described in Ref. [5],
and it was left over in the department from the work of Ref. [6]. A
massive step down transformer provides about 200 amperes at 20 volts
from a 110V line source. Its output versus wavelength is shown in Figure
1 in the range from 700 nm to just beyond 1.5 um. The secondary hump
between 1120 nm and 1500 nm is not from the source; it corresponds to
2nd order (m=2 rather than ideal m=1 only) 650 nm radiation. Order
blocking filters were not available for the blazed Oriel grating. The
grating was purchased for this work, as part of a stepping motor
controlled monochromator (Oriel model no. 77250 anb gratings
77298-77303). The purchase was possible, along with an integrating
sphere and pyroelectric detector (as well as the planned but unused Nd:YAG
laser) using startup monies provided to the principal investigator by the
university. Not enough money was available to purchase the filters.
Control of the stepper motor is via an APPLE |IE computer, so that
wavelength range and speed of scan are readily managed. The pyroelectric
detector used in this case (model 7080) was good for checking the
spectral characteristics of the source, but its NEFD is too poor for
reflectance measurements on the samples using an integrating sphere. The
total reflectance is evidently only of the order of a few percent and thus
the pyroelectric detector response was very noisy. Therefore a PbS
element operating as a photoconductor was used for the reflectance
measurements. The 2nd order 650 nm radiation is no problem in this case
because PbS responds only in the 1um to 3um region. The detector is also
from Almond's work [6], and it was necessary to cool it to 77K for proper
operation. It was operated in a bridge circuit driven with about 40 vdc,
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the three other resistors of the bridge having comparable resistance to the
PbS element at 77K. Figure 2 shows the response of the photoconductor to
the blackbody source. The source of the dip around 1.9 um is not known.
This data was taken by focusing radiation from the source onto the
entrance aperture of the integrating sphere (gold coated infrared type of 3
in. dia. from Oriel). The exit aperture could be mounted only in close
proximity to the window of the PbS detector. This window was necessary
because of the homemade dewar which houses the element. A reflectance
measurement from one of the high Tc samples at room temperature is
shown in Figure 3.

A vacuum housing was built to hold the sample. This was considered
necessary to avoid the formation of frost in going below the transition
temperature. As had been expected, the integration of all these
components proved unwieldy. In spite of numerous attempts to calibrate
the system, it was determined that the monochromator measurements
could not be trusted for absolute reflectance values. Thus Fig. 3 is in
relative units. This data does overlap the FTIR measurements, however. |t
can thus be calibrated with respect to the specular part, which is the only
component of reflectance the FTIR instrument was capable of measuring.

V. REFLECTANCE RESULTS

There were two different sample types used for this work. One was
a film material on a thin sapphire substrate. The first sample of this type
which we studied went bad after a short while. Probably, the Oxygen
stoichiometry became unacceptable with time. The second sample of the
same type proved to remain good for the duration of the studies. The other
sample type (only one studied) was a bulk superconductor. These shall
later be referred to as the thin and thick sample, respectively. In all
cases the samples were of the Yttrium/Barium type. They were
manufactured at Sandia and shipped to us via the weapons laboratory.

The monochromator resuit is shown in Fig. 3, already mentioned. It
was taken using the thin sample. We had planned to obtain some low
temperature valiues for both samples with this setup, but decided it was
not worth the effort. The FTIR results are much easier to obtain, and they
almost cover the 1.2 to 2.8 range of the monochromator. The fact that
there is little difference between the reflectance above and below Tc in
the FTIR cases insures that nothing significant is likely to be seen by
repeating the Fig. 3 run with the sample at 77K.

Fig. 4 shows the thin sample room temperature reflectance (specular
component) in the range from 2.3 um to 20 um, as determined using the
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FTIR spectrometer. Evidently the absorptance for these superconducting
materials is fairly high. That was noted by looking at the reflectance
from the sapphire substrate (simply turning the sample over). ltis to be
inferred from the fact that substrate reflectance reaches 70.5% at 15um,
whereas Fig. 4 shows no appreciable rise at this wavelength.

The thick sample reflectance at room temperature is shown in Fig. 6.
It is seen that the optical properties of the two are rather similar. It was
also found, as noted in later figures, that the resistivity vs temperature
plots were very similar.

LOW TEMPERATURE REFLECTANCE

Figs. 7 and 8 show the thin and thick sample reflectances,
respectively, in the neighborhood of 77K. These curves were generated by
immersing the samples in liquid nitrogen, and then simply placing them on
the horizontal surface of the reflectance fixture of the spectrometer. The
scan time, at a resolution of 8 cm 1 was only a couple of seconds,
assuring that the sample did not rise above Tc during the course of the
measurement. Also, the amount of ice formation on the samples during
this time was insignificant. Comparing Figs. 7/8 with Figs. 4/6 illustrate
the negative results of this study. There is insignificant change in the
reflectance above and below the transition temperature, as also noted in a
Phys. Rev. paper [2]. There are two possible conclusions. Either (i) the
superconductivity is not a surface as well as bulk phenomenon, and
penetration to the region of superconduction is highly attenéting, or (ii)
the energy with which the electrons are bound (Cooper pairing)
corresponds to low energy photons in the far infrared. It may be that both
of these factors are at work. It has been said, however, that Los Alamos
microwave experiments have demonstrated Q improvements when cavities
were lined with the material. Thus it appears that the bandgap argument
is the more likely one.

V. RESISTANCE MEASUREMENTS

The resistance vs temperature was obtained for both the thin and
thick samples using the commercial cryostat. The results are shown in
Figs. 9 and 10 for the thin and thick samples respectively. It is seen that
the samples are indeed superconducting with a transition temperature in
the neighborhood of 95K. This was verified both before and after the
reflectance measurements.

VI. CONCLUSIONS
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Looking at the minigrant program in retrospect, it is obvious that
many of the efforts at Texas Tech University were misdirected. The
principal investigator takes sole responsibility for that. This is probably
not surprising, however, considering the nature of the program and the
constraints of operation. The $20K award is too small to permit capital
equipment acquisition, and thus resulted in a "shoestring" operation. What
was learned is nevertheless worthwhile. The reflectance data we
obtained, coupled with that from Ref. [2] show that the bandgap of
YBa,Cug 07 must correspond to a wavelength in excess of 100um. This

means that any hardening capability for the material is possible only for
microwave, rather than laser radiation.

The program did provide a genuine learning experience which is
beneficial to Texas Tech University. Moreover, it is hoped that our
experience in spectral data collection could assist others as they plan
future work; i.e., that an FTIR is well worth its purchase price. Although
the acquisition cost is initially greater than that of older instruments, the
time that is later saved by its use makes the "upfront” cost justifiable.

REFERENCES

1. Randall D. Peters, "Momentum Transfer and Mass Loss for a C.W. Laser
Irradiated Target", 1987 USAF-UES Summer Faculty Research
Program/Graduate Student Summer Support Program, 6 Aug. 1987.

2.D. A. Bonn, J. E. Greedan, C. V. Stager, and T. Timusk, "Far-Infrared
Conductivity of the High-Tc Superconductor YBayCugO5", Phys. Rev. Lett.

58, no. 21, pg. 2249, 25 May 1987.

3. R. D. Peters, "Experimental Computational Physics using an Inexpensive
Microcomputer”, Computers in Phys. 2, no 4, 68, July/Aug 1988.

4. M. Sankaran and R. Peters, "Inexpensive Microcomputerized Proportional
Temperature Controller”, Amer. Phys. Soc./Amer. Assoc. Phys. Teach. Tex.
Sec. Mtg., Lubbock, TX, Nov. 1988.

5. K. N. Rao, C. J. Humphrey and D. H. Rank, Wavelength Siandards in the
Infrared (Academic Press, New York, 1966), pg. 146.

6. William H. Almond, "Infrared Analysis of the Non-Degenerate Symmetric

Stretch Vibration of Methyl Alcohol", PhD dissertation , Texas Tech
University, Aug. 1972.

50-6




m = 2 from visible
/ near 650 nm

Relative Output

700 1120 1500 nm
Wavelength

Figure 1 Spectral Characteristics of the Blackbody Source
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Relative Response
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Figure 2 Response of PbS Detector to Blackbody Source
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Relative Reflectance
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Figure 3 Room Temperature Reflectance from Thin Sample
obtained with Monochromator and Integrating Sphere
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Relative Resistance

note: below 77K of lig. Nitrogen
by pumping

63 95 300K

Temperature

Figure 9 Resistance vs Temperature for Thin Sample
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Resistance

sample resistance
approx. 0.025 ohm at

room temp.

~

note: resistance zerc at 77K

95 300K

Temperature

Figure 10 Resistance of Thick Sample vs Temperature
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Appendices can be obtained from
Universal Energy Systems, Inc.
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FINAL REPORT

"Three Dimensional Thermal Conduction
Zffects in High Power CW lLaser Target Flates"

By: Martin Andrew Shaddsy Jr.
Asst, Prof. of Mech. Ingr.
University of South Carolina




The Air Force ‘eapons laboratory has developed & sizrle
and inexpensive technique for mezsuriang the spezial intensity
distributions in the cross-sections of high power contiznuous
weve lasers., The intensity petiern on the front surface of
& thin rmetal terget plete is determined from the respoanse of
temperature sensitive psint on the back surface, assuming
one-dimensional heat transfer through the piate. Therzsl
conduction through the target piate has becn modeled
numericelly, azd various spetial intensity distributions nave
been run +0 quantify the resolution of the target pliate
measurement technigque, Xor narrow fectures in the laser
tean intensity distribution. the assuzption of one-
dimensional heat conduction can result in sigrzificent errors.,
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INTRODGCTION

The spetiel intensity distribution in the tesco

cross-section is & fundazentel cherecteristic of & laser.
The nmessuremernt of intensity distridbutions in high power
lasers is difficult because of the destructive nzature of
the high power laser radiastion., Data must necessarily be
collected in & short period of time, &nd consequexntly
thermal measurement methods are most appropriate. The
Air Porce Wezpons Laboretory hes developed a sizple and
inexpensive thermal method for neasuring inteansity
distributione in the beam cross-sections of high power
continuous wave lasers, Lamer (1). The beam intensity
distribution is determined from the transient temperature
response of the back side of a thin metal plate, illuminated
on the front by the laser besm. Thermal conduction through
the metal plste slows the rate &t which data must be
collected., The front surface of the metal target plate
heats up very quickly. Too quickly for the two-dimensionsal
transient temperature distributions to be accurately
measured, at the intensities encountcred with high power
continuous wave lasers. The rear surface of the target
Plate heats up much slower than the front, considersbly
einplifying deta collection,

The spatial intensity distribution in the laser bean

kitting the front surface of z target plate is determined
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from the transient texperature on the back surface 0f t:ze
target plate, assuming one-dizensionel thermal conduction
through the plate, This assumption is necessary because 0f
the nanner in which transient texzperature data for the back
surface of the target plate is collected, and it cozsideratly
sinplifies the solution of the inverse heat transfer protle..
The back surface of the metal target plate is coated with
temperature sensitive paint, and the growth of isotherms

on the painted surface is recorded by & high speed —ovie
camera, At & specified elepsed time, an isotherm oz the
rear surface of the target plete uniquely corresponds to

en isointensity line of absorbed laser radiation on the
front surface, only if the thermsl conduction throughk the
plate is one-dimensicnal. The transient tempersture deta
recuirements for the rear surface o0f the target plate sre
greater if multi-dimensional thermal couduction is to be
accounted for,

Unless the spatial intensity distribution in the
laser beam is uniform, the thermal conduction through the
target plate is not.truly one-~dimensionsl. The purpose of
this investigation is to quantify the measurement errors
associated with the assumption of one-dimensional thermsl
conduction in the target plate laser intensity measurezent
technique, This is done by comparing the results of &
three-~-dimensional heet conduction numericel model of the

target plate with & numerical model of the target plste

51-4




with one-dimensional heat conductioz., The capatility of
the target plate laser latensity me&surenent technicue o
resolve nerrow intensity spikes in the beam cross-section
is cetermined. <Sherp intensity cradients in the leser
beam cro¢ss—-section lead to sherp thermsl gre=dients in the
target plate in directions parsllel to tne plate surfeaces,
A8 2 consequence, thermal conduction in thecse directions can
be important, and the measurement teckrique would predict
intensity spikes with a lower peak intensity than actuelly
exists. The ability o0f the target plate measurement
technique to resolve adjacent narrow intensity spikes is
also impaired by the assumption of one-dimensional thermel

conduction through the target plate.




LASZR INTENGITY (ZASURSKENT TICENITUZ

The terget plate lezser intensity meassurement technique,
developed ty the .iir Force Weapons laboratory., measures
spetial intensity édistributions in the beem cross-sections
of high power continuous weve lasers, Intensit; neasurecents
are mede by directing the laser beam on to & thin metal
target plate. The rear surface of the target plate is
coated with temperature sensitive pzint, and the transient
thermel response of the paiant is recorded by 2 high speed
movie camera, The caners records the growth in time of &an
isotherm on the rear surface of the target plate, at tae
Phase change temperature 0f the temperature sensitive
paint. The thermal conduction through the target plate is
assumed t0 be one-dimensional, and therefore there is a
direct correlation between an isotherm on the vack surface
and apn isointeneity line of sbsorbed energy on the front
surface. The assumption of one-dimensionzal neat conduction
is necessary in order to solve the inverse heat transfer
problem, with the transient temperature data collected.

The target plete is made 0f stairnless steel, nickle,
or copper depending upon the average intensity of the laser.
¥ith laser intensities near the upper end of the intensity
range, copper is used because o0f its high thermsl conductivity.
It ie important that the temperesture sensitive peint on the

rear surface of the target plate respond to the laser heating
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before melting occurs on the froat surfece of tze tarcet
rlazte. The front surface of the target plate is kig-lyr
Polished znd ia some cazses goléd coated iz order to reduce
its ebsorptivity.

The spatial inteasity distritution in the lzser beax
is assumed to be constant over the exposure tize of <he
target plate. For a laser with a time varying intensity
pettern, the target plate measurement techricue gives tize
integrated results., Depending on the intensity of the lzser
radiztion, exposure times vary from fifteen milliseconds to
one-half second., A fast shutter opens to expose the target
Plate t0 the laser beam. This avoids the beam transients
at the onset of lasing, and provides a precise start time
for the exposure of the target plate. The laser bean
cross-section is typicelly circuler, with a diameter on the
order of six inches. Laser intensities &sre iz the rasnge of

ten to one hundred kw/cmz.




PROBIIL TZECRIZPTION

The problem considered in this investigation is the
transient taerma2l conduction in 2 trhin netel plete. exposed
on one side to laser rediztion., The intensity of <he
incident laser radiatior varies spatialily, and it is
assumed to be constant with respect to time. The transieat
thermsl conduction in the metel plate is modeled nunericzlly,
and the output of the model is the transient tenperature
distribution on the back surface of the metzl plate, This
is the experimentel data determined from the response of the
temperature sensitive paint on the back surface oL the
target plate in tie leser intensity measurement technigue,

The intensity distribufion of the incideat lzser
radiation consists of seversl spikes superimposed on a
baciground radiation field with uniform intensity. The
lateral extent of the uniform intensity background radiesction
field, beyond tne spatially varying intensity pesttern, is
sufficient to justify treating the outer edge of the metal
Plate as an insulated boundary. PFPigure (1) is & schematic
of the problemn,

The metal plate undergoes large temperature changes,
and the temperature dependence of the thermophysical
Properties is accounted for in the numerical model. Thermsl
radiation end natural convection losses on the frort and

back surfeces of the target plate ere also included ir the

mocéel. 51-8
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Schematio of the target plate and the incident
laser radiation with an arbitrary spatial intensity
distribution.




™wo numericzl models of transient conductiorn in the
target plate were used, one & three-dizexsionel conduction
model a2nd the other thet zllowed conduction ozly in <the
Cirection normel 10 the plzte surfaces, The zagzmiitudes of
the errors associated with the assumption of one-dimensionsl
conduction in the target plate were determined ty comparizg
tbe results of the two numerical models for g specified

input laser inteansity distridbution,
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NCLIRICAL 0DZL

The nuxericel model of transient heat conduction
ti.rough the target plete is a itnree-dimensionsl. partislly
implicit finite-difference model. Tke coxzputetionel zesh
is uniform in size, and it consists 0f ten nodes <icstributed
through the thickness of the piate and fifty nodes in ezch
of the orthogonsel directions perallel to the plete surfaces.

Thermal conduction through the target pleze is
governed by the Fourier heat-conduvction equations, Fiaojite-
difference analogs of these equations, for each of tae nodes
in the computational mesh, are derived from applicaetion of
the conservation of energy principle to each of the

incrementzl control volumes:

/oCP (Vol) [%J{—.: net heat rate in (1)

FPigure (2) is a schemstic of an interior node and the
associated incrementsl control volume., Application 6f
equation (1) to the control volume results in an expression
for the nodsl temperature, 2t & new time level, in terms of
the six neighboring nodal temperatures., In the two
directions parsllel to the plate surfaces, the finite-
difference eguations are explicit, that is the neighboring
nodal temperatures sre at the 0ld time level. 1In the

direction normal to the plate surfaces, the finite-difference
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ecuetiors &re implicit, t.at is the twC neighboriag nodal

tezperatures zre at the new time level:

” n

-Il-.‘ﬂk b} Tj-lk b

3

T—('.'kol ] TEJ.‘:-J)

J

rx 3

F(Tie s Toae s T ) = G(Tot

(2)

The finite-difference ecuations in the cirection
through the thicknese of the target plate are coupled due
t0 their implicit formilation, and they zust be solved
similtaneously. The ten simultaneous ecuations for a row
of nodes, distributed through the thickness of the plste,

have a tri-diagonal coefficient matrix:

i 1 ™) e N

O T ne

2
]

< 7=ﬁ > (3)

0\ |

L By \OOJ k J

This metrix is readily inverted, yielding the updated
temperatures for the row along which the nodal equations
are implicit., In & single timestep, the nodal temperatures
in each of the rows normal to the front surface of the

Plate are updated suces-ively by sweeping through the grid
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in the two Cirections perallel o0 the front surface 0% <ne
Filate. Successive swecps 0f the grid take place until the
desired elapsed time has occurred,

The boundary conditions for the numerical model zre
convection and radiation boundary conditions on the front
and back surfaces of the plate, and the four edges are
adiabatic. The input for the model is laser radiation
with an arbitrary spatial intensity distribution, es
snown in figure (1). The intensity pettera of the laser
bear consists 0f several spikes superimposed on &8 background
radiation field with uniform intensity. The spikes sre
axi-symmetric and the shapes o0f their profiles sre normal

istributions:

y= €% (4)

Tae spike width is normalized with respect to the plate
thickness, and it is defined where the amplitude is 32.5
percent of the peak amplitude. The absorptivity of the

front surface of the target plate is assumed to be constant
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at five percent.

.rediation and coavection losses frozm the front
surfece of the target plete a2re included in the model.
Average rzdiation and natural convection heat trznsfer
coefficients ere cozputec for the front surface of the
pPlate eack timestep, and local losses from each node &re

determined from Newton's law of cooling:

q = Alhe hcw)(f 'T;) (5)
where

hrad = € Cr(ﬁvg*ﬁ)(ﬁg + T z) (6)

y
Neame = 1.42(%1) ) 1)

The convection heat transfer coefficient is calculated from
an empirical formula for neturel convection from 8 vertical
plate, Ozisik (2)., Transient netural convection from &
vertical surface with an isothermal heated section was
modeled numerically, and the time dependence of the mean
nusselt number for the heated region was calculsted as &
function ¢ the Rayleigh mumber, Ra. The results of this
model ere shown in figure (3). Steady-state values of the
Kusselt number, as predicted by empirical correlations in the
literature, are within fifteen percent of the average
transient values, for the range of Rayleigh numbers of

interest. Natural convection losses from the front surface
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are very small in coZperison with the absorbved laser ezergy,
€0 the use 0f sirpplified stezdy-stete correlztions for tae
convection heat transfer coefficient ic certainly jueitified,

Radiation and natural convection losses froo the reer
surface 0f the target plate zre hendéled in exactly ihe
sexe xmenner as on the froat surfece, except the exzissivity
of the rear surface is assumed to be .S, The high exiscivity
0f the rear surface is due to the temperature sensitive
paiat.

The initial temperature of the target plate is 20°e.
This is also the assumed environmental temperature. The
target plate very quickly heats up to temperatures close to
its melting point. Thermophysical properties vary consicderably
over this wide temperature range, and the temperature
dependence of the thermal conductivity and the specific
heat are included in the model. The Targe: plate is assumed
t0 be made from 304 stainless steel, with a tnickness of
1.8 mm, The source ¢f the thermophysical properties is
Taylor, (3). Empirical correlations of the measured dete
ere used, For the thermal conductivity of 304 stainless
steel, the following relation applies:

k= ,00015419 T + .131 (w/cm K) (8)

where the temperature is in degrees celsius, For the specific

heat of stainless steel:
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Cp = Bp * 8T + azx2 + a3x3 (S)
where
8, = .48188888652
= ,3225585198
8, = -.35¢040397
8y = .203703€955
x = 7°/1000

"he finite-difference equations are derived by
epplication of ecuation (1), the conservation of energy
Principle, to the nodal contro. volumes, Applicatior cof
this principle to the control volume shown in figure (2)
results in the following relation for the interior nodes:

,onAxAHAz(T::_:__"E;k> - -k,A,Aszle)

At AV
vk, AyAz(T‘.,Jh T;:) kyAxBz (T, - T
Os -Z-
n n 10)
.k,AzAz(-EJ-LT;J\) k,AXAg T:Jg T (107
Ay Xy

NY 3(‘5,-"“ -1:,~".>
Az

The heat transfer rates in the x direction, tarough the
Plate thickness, are treated implicitly. The thermsl

conductivities are evaluated at the surface temperatures
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of the control volume, and tane specific heat is evalustec
a8t the texmperature of the center node. Zquation (1C) is

manipulated to put the icplicit terms on the left side aad

the expl.cit terms or the right side:

1]

T 28 (T5T0) - e (U070 - T
7EQ ( ’?ﬁf&tcn;u'Tgl>
_é < lign ~ u, b ‘ “__45%; (Ti;tu 'T.‘j”u>

The finite difference equastions for the surface nodes
0f the computational domein are derived in the same manner.

Pigure (4) is & schematic of the nodal control volumes for

the front and rear surfaces of the target plate. The finite-

difference eguation for the front surface noces is:
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The finite~difference equations for the rezr surfzce nodes

are:
net \ — 1 - -—n
22t Ty, - (1- ca it o = “2qu Bt - Ty,
Ax? \ ot/ 0 Cplx
* GJ_At (w:-!h. 1;:&) v u_‘:',_At <To:0| - TIO: h> (13)
byt Lyt
/ n ) " \ Tn -Tn \
*as At \Toj ke njh) r o Ot o bel ka)
A b

The q term represents the net heat transfer rate througkh the
surface, and it includes radiatiorn and convection losses,

The ten nodal equations of a single row of node
points in the x direction form a matrix equation, similar
to equation (3). The matrix equation for the interior x
édirection rows is written out on the next two pages.

The four edge surfaces and the four cormers of the
target plate have similar governing matrix equations,
The regions of applicability of these equations are
shown in figure (5). The tri-diagonsl coefficieant matrix
has the same form for all of these equations, so only the
vectors on the right hand side of the equations are written
out,

The ten simultanecus equations in a single matrix
equation are solved using the Thomas algorithm, Roach (4).
The solution technique is written out on page 31.
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Right hand side of the matrix equation for the

top surface rows,
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Direct Solution of a Tri-diagonal System of Equations by Gaussian

Elimination:
b.‘u1 + c.'u2 ] d1
a5, T+ bzu2 + Couq - d2

aju, + b3u3 + c3u4 = d3

a u
n-’ n-z + bn-1un-1 * C

au 1 + bu =d

Use equation 1 to eliminate Uy from equation 2. Use this new
equation 2 to eliminate Uy from equation 3. Continue to end.
Last equation will then yield an explicit expression for u:

-
Un Yn .

Using this value of Up» substitute back into equation n and solve
for Upo1- Continue back-substitution. uy given by:

Ot b 2

i i By

The coefficients 8 and y can be calculated in advance from

(1 = n=1, n=2, ...., 1)

dq
By ® bys Nt
8, = b -‘1c1-1 -i‘.-—‘g—"_.l (1.23 n)
1 1 81-1 ?, Y1 81 Lt IU LB

Thus, once the g8's and v's are determined, the uy can be calculated
directly starting with 1=n and going to i=1.
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The &dvantage o0l an implicit numericel scheme Over
en explicit scheme lies in the restrictive tizestep
limitations of explicit schemes., The stability of implicit
equations does not restrict the maxizun size of a tiuesterp,
The zmaximum size of a timestep is restricted by tke
numerical stability of explicit equations., The mexi—ur-
allowatle timestep sizes of explicit equations ere ITuuctions
of the mesh spacing end the thermal diffusivity of the
materiel. Decreasing the rnesh size end increasing the
dimensionality of the numerical model can make the tizestep
size limitation very restrictive and costly in computational
time, Because of the large thermal gradients in the direction
through the thickness of the plate, the distance between
nodes is significantly shorter than in the other two
directions, and this direction most severely restricts <the
rmaxirum allowable timestep size for explicit finite~di ference
equations, The beneficial effect of treating one direction
implicitly is therefore greatest in this direction.

The stability limitation on the timestep size for
explicit finite-difference equations can be determined by
putting the equations in the following form:

nel ”n " n n n
87 = 0,0+ byl - o bl b o

As long as the coefficients of the explicit terms are

positive, the equation is stable. The various finite~difference
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ecuations cax heve different tinestep restrictione, due to
the varietion in mesh size &nd thermophysical properties of
the naterial, Coavection and radiation boundary conditions
can also adversely effect the meximum allowable ticestep
size., The most restrictive timestep criteris for the
computetionsal meskh should be used.

The transient solutions for implicit and explicit
ecuztions can éiffer, if too large an ixmplicit timestep is
used., Traasiexnt solutions esre zore accurately modeled
using smeller timesteps, This is generally not & problen
with explicit solutions, The two types of solutions
approach each other as the number of iterations increase,
and trisl corperisons c¢7 the results of a completely
explicit three~dinensionsl conduction model and & partislly
implicit model demonstrsted thaet differences between the two
types of solutions were negligible when the implicit
solution had at least 2 hundred iteratiomns,

The numerical model was run on & VAX 11/780 computer.
Inputs to the model are the epatiasl distribution of the
intensity of laser radiation, incident on the front surface
of the target plate, and the exposure time, The output c¢f
the numerical model is the temperature distribution on the

back surface of the target plate. Two models were run; oOne

with three-dimeneionel conduction in the terget plate, and the

other that allowed conduction only in the direction normal

51-35




t0 *the fron+t surface of the target plate, Xesults are

presented in the next section.
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The target plate .aser intenesity measurement
technique assumes that the conduction of reat znroughk the
terget plaete is one-dizensional. CZrrors introduced ty
this essunmption will be greatest in regions with large
tzermal gradients in directions parallel to the plate
surfaces, such as occur where tiere &re nerrow intensizty
spikes in the laser beam, To quantify the errors in the
measurenent, iantroduced by assuming one-dimensionel heat
transfer, one-~dimensional and three-cimeneional numericel
solutions of problems with the same boundery conditions ere
compared. .

If the problem of thermal conduction through the
target plate is appropriatelr non-dimensionelized, there
are only two independent parameters to the probiem; the
intensity distribution in the laser beam cross-section,
and the elapsed time that the target plate is exposed to
the laser beam before the measurement data is collected.
The important perameter in the shape of intensity spikes
is the spike width, normalized by the thickness of the
target plate. The height of an isolated intensity spike
does not influence the capebility of the target plate laser
intensity measurement technique to resolve it., PFor a
Pulse with a given spike width, the measurement technique

will predict 2 spike with a maximum intensity thet is some
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frzction 0f the actuszl peck intensity of the spike, Tkxe
predicted fractionsl pezkX intensity of the =spike is
indepéndent of the ectual peak intensity of the incident
spike, above the background laser intensity fielé, <This
was demoanstrated in Shedday (5) and (6). This study looked
at the capebility of the laser iztensity measurenent
techrnigue to resolve a single axisyometric intexnsity spike,
superinposed or & uriform intensity background. Some
results of this study ere shown in figure (€), The predicted
response t0 spikes with widths of one through four plate
thicknesses are shown for several elapsed exposure times.
The spike heigkht above the background laser radiation is
normalized by the peek height of the actual spike above
the background intensity., The elapsed time is non-
dimensionelized by the rztio of the square of the plate
thickness to the reference thermal diffusivity:
» x, t

t= /= (15)
The non-dimensionalized time correletes the response of
target plates made of different metale., Narrow intensity
spikes, with widths less than four plate thicknesses, are
resolved poorly by the laser intensity t.rget plate
measurement technique, AS the exposure time of the target
plate to the laser beam increases, the resoclution of the

zeasurement technique decreases,
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421 of the ceses run on tne numericzl mocdel w-re for
a2 target rlate mzde of 304 stzinless steel, with & thickmess
of 1.8 mm, Predicted lazser beam .ntensity éistributions are
Fresented along with the esctual intensity distribution for
seversl cases, The iatensity distributions are actuzlly the
tempereture distributions on the rear surface o0f the target
plate. If conduction tarough the plate is actually cne-
dimensionsl, the tezperature distribution on the rear
surface of the target vlate will have exactly the same sizpe
as the intensity distribution, iancident upon the frort
surface, Therefore the target plate laser intensity
neasurement techricue will predict an intensity distribution
with the shape of the temperature distribution on the reer
surface of the target plate. The difference between the
intensity and the background intensity is normelized ty the
difference between the sctual peak intensity end the
background intensity:

1 9r-9-

Pigure (7) shows the predicted intensity éistributions

(16)

for two adjacent spikes, with widths of two plate tricimesses.
The non-dimensional exposure times are ,108 snd .325. For
the stainless steel target plate, these correspond to
exposure times of .1 and .3 seconds respectively. Figure

(8) shows predicted intensity profiles for the seme two cases,
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Predicted laser beam intensity distributions with spike
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Predicted intensity profiles of spikes with &
width of two plate thicinesses,
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Tigures (¢) trhroug.. (1€) szow tke predicted inteansizty
distributions for two =djacent spikes, with widths of t..res
0 sii Flate thiclmesses. Figure (17) shows predicted
intensity profiles for the caze ceses, The non-dimensional
exposure times are ,108, .325, &nd .342. The last exposure
time corresponds to .5 seconds, for steinless steel.

Figure (18) shows the predicted iztensity distributioas
for two spikes witk widths of four plate thicxnesses. One
spike has a peak intensity itwice that 0f the other., The

42, Figuore

wn

non-dimensional exposure times are .108 and .
(19) shows predicted intensity distributions for two
overlapring spikes, with widths of four plate thicinesses,
The distance between the two peeks is four plate thicknesses,
and one spike has twice the peak intensity of the other.
Figure (20) shows precdicted intensity profiles for tkis
input.

Pigures (21) and (22) show predicted intensity
distributions for a central spike, with 2 width of three
Plate thicknesses, surrounded by four spikes, with widths
of six plate thicknesses, The central spike has twice the
peck intensity of the four surrounding spikes,

Pigure (23) shows the predicted intensity distributions
for a laser beam, with a square cross-section 20 cm. on &
side. In one cormer, there are two intensity spikes with.
peck intensities of 28,000 and 20,000 w/cm2 respectively.

The background intensity is 6000 w/cmz. The target plate
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Predicted laser intensity distridbutions with
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Pigure 12

Predicted laser intenesity distributions with
spike widthe of four plate thicknesses.
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Pigure 13

Predicted laser intensity dietributions with
spike widths of five olate thicknesses,
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Figure 14

Predicted laser intensity distributions with
spike widths of five plate thicknesses,
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Predicted laser intensity distributions with
spike widths o0f six plate thicknesses.
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Predicted intensity distributions with two spikes
with widths of four plate thicknesses.,
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Pigure 20

Predicted intensity profiles for asdjacent spikes
with widths of four plate thicknesses.
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Pigure 22
Predicted intensity distributions with five spikes.

The central spike has a width of three plate thicknesses,
and the other four have widths of six plate thicknesses,
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Predicted intensity déistributions for & square laser
beam with & width of 20 em.
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is the same as for the previous cases,

bty the Air Force veapons lLeborztory.

51-59

Tris cese wzs




DISCUSSION AND CONCLUSIONS

The results for two adjacent intensity spikes with
widthe of two to six plate thicknesses are consistent with
the results of Shedday (5) and (6), shown in figure (6),
The narrowest spikes are most poorly resolved, For the
case with spike widths of two plate thicknesses, there is
considerable filling in of the vmlley separating the two
spikes, end efter an elapsed time of t‘-.325 (.2 seconds),
the predicted intensity distribution is & single long hump,
barely discernable as two distinct spikes,

The predicted intensity distributions for two
sdjacent spikes with some overlep, figures (1S) and (20),
show cqnaiderable filling in of the region between the two
spikes, The two spikes have widths of four plate thicknesses,
wide enough for them to be independently reasonsbly well
resolved, but the less intense of the two spikes is not .
discernable as a separate spike after t'-.325, (.3 seconds).

In figures (21) and (22), the predicted intensity
distributions for & cluster of five spikes, the central one
narrow and intense, are shown, A8 one might expec*. the
capadbility to resolve the central naerrow spike drops off
quickly, and after t*=.325, the predicted intensity
distribut;on is one with five spikes of essentially ecual

intensity.
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The last cese cshown is for & luaser beem with &

square cross-section snd two spikecs in one cormer of tne
beam, This distribution was suggested by the Air Force
veapons lLaboratory, and the predicted intensity distributions
faithfully reproduce the actual intensity distributior on the
front surface of the target plate. The two intensity srpikes
have widths of l€.7 plate thicknesses, and the target plate
laser intensity measurement technigue can accurately nmeeasure
laser beam inteneity distributions with large scale features,
Narrow intensity spikes are the features tnat ere difficult
t0 resolve,

The variety of laser beam intersity distributions
that could be run is endless, but the results of the severczl
cases that were run point out limitations of the target
plete measurement technique, Intensity spikes narrower
than four plate thicknesses are poorly resolved, Multi-
dimensional conduction effects can mask a spike with a low
peak intensity, if it is close to a spike with a high pesk
intensity. Large scale features in an intensity distribution
are faithfully reproduced. The numerical results of this
model vividly illustrate the benefit of collecting data from
the rear surface of the target plate quickly. As the elapsed
exposure time of the target plate to the laser beam increases,
the importance of three~dimensionel conduction effects

increases.
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The three-dimensionel numericzl model is & useful
diagnostic tool for the target plate leser intensity
reasurement techrnique. The predicted laser besr intensity
distributions are the theoreticel best that can be umeasured
et 2 specified time, since they are besed on the complete
spatiel temperature distribution on the rear surfuce of the
target plate at the specified time. This is more complete
édata than is collected from the response of the temperature

sensitive paint,
ACENOWLEDGAINT

This reseerch was sponsored by the Air Force Office
of Scientific Services, Bolling AFB, DC, Contract number
F49620~85-C~0013/SB5851-0360. The author is grateful for
the support.

51-62




REFERENCTS

lamsr, C,R.,"laser Diagnostics by Heat Conduction",
Presented to the 1986 Joint AIAA/ASME Conference on
Thermophysical Properties.

Ozisik, M¥.X., Heat Transfer A Basic Approach, KcGraw-
111 Book Company, Li5&D.

Taylor, R.E., lLarimore, J.,"Thermophysical Properties
0f Nickel and Stainless Steel 304", HTMIAC RZPORT Air
Force Weapons laboratory, March 19é6.

Roach, P.J., Computationsl Fluid Dgnamics, Hermosa
Publishers, Albuguerque, N.k., i5/6,.

Shadday, M.A.,"Two-Dimensionel Conduction Zffects in
High Power CW lLeser Target Plates", End c¢f Summer
Effort Report to the Air Porce Wezpons Laborstory,
Eirtland APB, N.M., August 1986.

Shadday, K.A , Couick, J.R.,"Two=Dimensionel Thermel

Conduction Effects in High Power CW Laser Target Flates",

Internstional S osium on Thermal Problems in Space-
Based S§s¥ems, EEE:VOI. 83, DP. L3-18, Fresented &t the

nter Annual Meeting.

51-63




FINAL REPORT NUMBER 52
REPORT NOT AVATLABLE AT THIS TIME
Dr. William Wheless
760-7MG-068

52 -1




